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Abstract. The reconstruction is the process of identifying the structural 
and dynamic properties of the system on the basis of observations of its 
behavior and certain knowledge in the relevant subject area. Today, re-
construction plays a crucial role in biology as one of the main tools for 
modeling biological systems and their interactions, which is key to un-
derstanding the mechanisms of their functioning. One of the most wide-
ly used applications of reconstruction methodology is the gene regula-
tory networks identification. In this paper, we propose hybrid methods 
for the gene regulatory networks reconstruction, which allow us to in-
crease the speed and accuracy of solving the S-system parametric iden-
tification problem. Experimental studies of the hybrid algorithm's pa-
rameters influence the quality of solving the S-system identification 
problem have been carried out on test examples.  A comparative analy-
sis of developments with other similar computational methods was car-
ried out. 

Keywords: gene regulatory networks, reverse engineering, gene expres-
sion, S-system, clonal selection algorithm, differential evolution. 

1 Introduction 

The modern world is characterized by the enormous complexity of the systems that 
fill it. The examples of such systems are biological organisms. Modeling of biological 
systems and their interactions is of key importance for understanding their functioning 
mechanisms, as evidenced by the numerous studies results that have been particularly 
intensive in the last few decades. During this time, a lot of tools and technologies 
have been developed that allow building and researching models of biological sys-



tems and processes. One of the fundamental modern science areas, the specialization 
of which is to decipher biological information at the genetic level, is molecular biol-
ogy. Using gene expression profiles obtained using DNA microarrays [1], sets of 
genes involved in a particular biological process are identified. Interactions between 
different genes or their groups within the same process are modeled using the gene 
regulatory network (GRN).  

Detection of the presence and nature of the interactions between the genes in the 
GRN is essential for the new drugs creation. The reconstruction helps researchers find 
answers to a number of questions, among which are the following: what body's proc-
esses are regulated by the gene under study; what genes influence the gene under 
study; how genes interact; which genes are responsible for a particular type of dis-
ease; which drugs will have an effect in case of a disease, etc. The recent interest in 
system biology, in the GRN's reconstruction, is primarily due to the intensive devel-
opment of high technologies and the emergence of effective methods for measuring 
gene expression levels to produce impressive amounts of information available for 
processing. Expression data can be static with the ability to study the network struc-
ture. Expression data can be dynamic, which allows modeling of the complex behav-
ior of the system over time. GRN reconstruction methods can be divided into several 
groups, the main of which are: relevant networks, Bayesian networks and differential 
equations. Relevant networks [2] are simplified models that use correlation or mutual 
information as a gene interactionmeasure. Due to the low computational complexity, 
these methods are suitable for the GRN structure reconstruction consisting of thou-
sands of genes, however, they do not allow modeling the gene networks dynamics. 
Bayesian networks and dynamic Bayesian networks [3] are more complex models 
based on the fundamental concepts of probability theory and mathematical statistics. 
In these models, the relationship between genes is given in the form of conditional 
probability distributions. In addition, dynamic Bayesian networks allow simulating 
the behavior of a GRN in discrete time. 

Models based on ordinary differential equations (SODE) systems have the ability 
to accurately reproduce the system evolution in continuous time [4]. Among the many 
linear and non-linear SODE models, the S-system is most widely accepted as a com-
promise between accuracy and mathematical flexibility. It is non-linear and therefore 
capable of reproducing different types of GRN behavior. On the other hand, the S-
system structure features make its interpretation and analysis quite simple. The main 
difficulty of the GRN reconstruction, presented in the SODE form is the high compu-
tational complexity of the problem. It is necessary to take into account the fact that 
mathematical models, as a rule, have their own structure and a number of parameters 
that must be adjusted (identified). Moreover, the data used for the gene networks re-
construction are characterized by the highest dimensionality of the attribute space. 
Matrix gene expression profiles include tens of thousands of genes. In [5,6,7], the 
authors presented the studies results on the reduction and step-by-step clustering of 
gene expression profiles for the GRN reconstruction. However, it should be noted that 
this problem currently does not have a unique solution. Also unresolved is the prob-
lem of creating new, fast and accurate model identification methods that allow the use 
of expression data to reconstruct the architecture and behavior of GRN. 



 

2 Formal problem statement 

The GRN reconstruction problem involves two main aspects: the choice of a gene 
network model, and the development of a method for identifying the selected model. 
For a regulatory network consisting of N genes, the S-system is represented by the 
following SODE [8]: 
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where )(txi  – state variable expressing the expression level of the i-th gene at time t; 

ii  ,  – nonnegative numbers called rate constants; ijij hg , – kinetic orders that 

determine the direction and regulatory action degree, i.e. stimulation or suppression. 
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  reflects all effects resulting in reduced concentrations ix . With increasing 

concentration, positive values ijg  imply gene j activation on gene i (enhances gene 

production), while negative values ijg  indicate the gene j suppressive effect on gene i 

(weakens gene production). In the decreasing concentration phase, the amplification 
and weakening effects of degradation correspond to positive and negative values of 
the parameter ijh . Values 0ijg  ( 0ijh ) indicate the relationship absence between 

genes i and j. 
The S-system identification consists in finding the optimal parameters values from 

the set  hg,,,  . The complexity of solving this problem is due to its high di-

mensionality. The number of parameters to be found is determined by the expression 
)1(2 NN . That is, for a GRN consisting of only four genes, the  search space di-

mension is 40. For this reason, the reconstructing S-system task is almost impossible 
to solve by analytical methods, especially with a large number of genes participating 
in the GRN. It is known that in solving such problems, population methods, such as 
genetic algorithms or artificial immune systems, have proven themselves well. But on 
large dimensions, the convergence rate of population methods can be very low. Thus, 
the study purpose is to develop new, fast and accurate methods for optimizing the S-
system parameters, taking advantage of the population-based approach and hybridiza-
tion technology. 



3 Review of the literature 

Evolutionary algorithms (EA), as well as artificial immune systems (AIS), are power-
ful optimization tools often used to solve GRN reconstruction tasks. EA is a computa-
tional paradigm based on methods that simulate the natural evolution processes of 
living beings. AIS models are based on the theoretical immunology studies results. 
According to these studies, the natural immune mechanisms of higher beings possess 
features characteristic of pattern recognition systems. Immune mechanisms are adap-
tive and resistant to small changes in the recognizable antigens characteristics (viruses 
and bacteria). They are able to develop their skills in recognizing alien agents. Despite 
the differences in paradigms, EA and AIS have a lot in common. Both those and oth-
ers use a population of individuals (solutions), which from generation to generation is 
exposed to evolutionary or immune operators. In general, these operators are mutation 
and selection. The population of solutions, initially generated randomly, under the 
mutation and selection influence, as well as other specific operators, in each new gen-
eration improves its characteristics. The population is quantified in quantitative terms 
by assigning to each individual values of suitability for EA or affinity for AIS. Based 
on the estimates, individuals can leave the population or move on to a new generation. 

Currently, several varieties of EA and AIS have been proposed for the GRN recon-
struction. A combined algorithm using genetic programming (GP) and the least 
squares method (LSM) was proposed in [9]. Here, the ODE system general form  is 
chosen as the GRN model, and the individuals evaluation is performed by means of 
the rms discrepancy between the observed and experimentally obtained data of gene 
expression time series. In [10], a two-stage GRN reconstruction method was pro-
posed, where, at the first stage, using GP, approximation of the expression data with 
obtaining differentiable functions is performed, and at the second stage, the derivative 
values calculated after differentiating the functions are used by the hybrid evolution-
ary algorithm to evaluate individuals and search for structure and parameters GRN 
model presented in the S-system  form. This approach allows you to get rid of com-
plex calculations of the integration stage and increase the calculations overall speed. 
In [11], an evolutionary algorithm called trigonometric differential evolution (TDE) 
was used to reconstruct the S-system [12]. The reconstruction process consists of 
three phases: structural identification, parametric identification and synchronization. 
In addition, each next phase uses the results obtained in the previous phase. In [11], 
by differentiating the expression data  time series, the S system is translated into an 
untied form. In an isolated ODE system, every equation that is included in it can be 
identified independently of the others, which reduces the search space dimension. 
Then TDE method is applied to each equation to search for its structure and parame-
ters. In [13], a method for reconstructing an S-system based on multi-purpose optimi-
zation was proposed. Individuals multipurpose EA consist of two parts: binary and 
real. The binary part encodes the GRN structure, namely the presence or absence of a 
link between the genes, and the real part contains the S-system parameters values. For 
each of the parts formulated its own objective function. The result of the algorithm is 
a set of Pareto-optimal alternatives from which the final decisions are formed using 
the automatic selection procedure. In work [14], AIS in the classical clonal algorithm 



 

form was used to optimize the  S system parameters, which was later improved in 
[15] by hybridization with one of the quasi-Newton methods. In the resulting hybrid, 
AIS performs the global optimizer functions, while the quasi-Newtonian method deals 
with local search. In [16], the clonal algorithm is applied to the S-system linearized 
model, where the exponents are replaced by two weight matrices: the activation ma-
trix and the suppression matrix. This allows you to reduce the optimized parameters 
number, and increase the algorithm convergencе rate by eliminating significant de-
pendencies. In [17], the authors used a clonal selection hybrid method and wavelet 
neural network for the GRN reconstruction, represented by the ODE system general 
form. In this case, the neural network, as a universal approximator, is chosen to de-
scribe the functional dependencies of the ODE system right part, and the clonal algo-
rithm is used to identify the neural network structure and parameters. 

4 Materials and methods 

4.1 Clonal selection 

In [2], the immune system is considered from the point of view of the clonal selection 
mechanism. On the basis of the clonal selection principle in [18], the optimization 
algorithm CLONALG was proposed, which is widely used today as one of the  AIS 
varieties. In the clonal algorithm, affinity values express the individual’s proximity 
measures to the optimal solution and are calculated based on the objective function of 
the problem. In CLONALG, depending on the problem type, you can use different 
ways of representing solutions. The most frequently used binary and real representa-
tions. Also, the conditions and goals of the task are decisive when choosing how to 
represent the immune operators, the affinity function type, the algorithm parameters 
values. 

When calculating the main population affinity, conditions are created for the selec-
tion of those cells that most fully (at this stage) interact with the antigen, i.e. form the 
objective function minima. In the activation process, the selected antibodies increase 
their representation in the solution space due to cloning. Cells whose affinity is higher 
create more clones but are less susceptible to mutations. Mutation in CLONALG has 
a high intensity because is the main driving force of evolution. In the replacement 
process, cells with low affinity are removed from the main population, and new, ran-
domly generated individuals take their place. Theoretically, this allows you to avoid 
local extremes, and explore the entire target surface. 

In [19] and [20], using comparative experiments, it was shown that the clonal se-
lection algorithm, in its classical version, is unable to solve the problem of optimizing 
the S-system parameters with the required accuracy. To improve the results, the au-
thors apply hybridization technology. 



4.2 Differential evolution 

The differential evolution algorithm (DE) is one of the evolutionary algorithms types 
[21]. Possessing high efficiency, DE has found application in many subject areas, as a 
global optimization method. There are several versions of the DE, differing in the 
evolutionary operators' implementation details. In this paper, the variant presented in 
[21] is used. A brief description of the DE method is given below. 

The problem of minimizing the objective function is considered: 

),,(min,)( 1 nxxxxf           (2) 

where x  – the parameters vector of the problem, on the basis of which individuals are 

built decision populations PixG
i ,,1,  , P – decision population size; G – current 

generation. 
The DE algorithm main difference from other evolutionary algorithms is the muta-

tion operator implementation. DE mutation is as follows: 
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i ,,1,1   – the individual that was received as a mutation result; 
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tion of solutions in the current generation are such that irrr  321 ; F – scale fac-

tor ( 0F ). 
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where  nk ,,1  – random parameter index, selected once for each individual, the 

meaning of which is to ensure the transition of at least one component of the vector 
1G

iv  to vector 1G
iu ; DEp  – transition probability of  j-th component of the vector 

1G
iv  to vector 1G

iu ; ()randEvent  – binary function generating a random event with 

a given probability. 
Since expression (4) is associated with the crossover operator in evolutionary al-

gorithms, DEp  it is called the crossover probability. 

The next generation population is formed from the current generation population 
and the candidate population through the DE-selection: 
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that is, each individual in the candidate population is compared with the correspond-
ing individual in the current population. If the candidate has a smaller value of the 
objective function, he moves to a new generation. Otherwise, the current individual 
enters a new generation. 

In [12], the DE algorithm was supplemented by the introduction of a new operator, 
called the trigonometric operator of mutation (TOM). Studies show that TOM is a 
local search tool that provides the DE algorithm with additional stability and acceler-
ated convergence. In [20], the CLONALG and DE hybrid proposed in [20] was sup-
plemented with the TOM operator, for the description of which the following relation 
is used: 
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where  G
ixf  – the affinity function value of the i-th individual of the population in 

the current generation. 
In each iteration, TOM is applied with probability TDEm , and the operator DE-

mutation, respectively, with probability TDEm1 . As in the case of the DE mutation, 

the parameter TDEp , used in TOM is analogous DEp , forming the final configuration 

of the solution vector by expression (4). 

4.3 Hybrid solutions 

The proposed hybrid optimization algorithms are based on the method of expanding 
the mutation phase of the clonal selection algorithm with operators taken from the 
differential evolution algorithm. The block diagram of the hybrid clonal selection and 
differential evolution algorithm is shown in the figure. 1. 

In the second case, a TOM is introduced into the hybrid, working with the DE-
mutation in the mutually exclusive mode. The block diagram of the hybrid clonal 
selection algorithm and trigonometric differential evolution is shown in the figure 2. 

The description of the developed hybrids main blocks is presented below. 

Randomly create an antibodies initial population 0Ab . An initial version of the 
possible size decisions basic population is created AbN . Population Individuals are 

encoded as strings of real numbers, which can acquire values in the range from 0.0 to 
1.0. Each line contains the S-system parameters full set (Fig. 3). Each element of the 
initial population individual line is generated by generating a random number in the 
specified interval. 



 

Fig. 1. Block diagram of the clonal selection hybrid algorithm and differential evolution 

 

Fig. 2. Block diagram of the hybrid clonal selection algorithm and trigonometric differential 
evolution 



 

Estimate 0Ab  based on the objective function f. When evaluating the next solution, 
the individual line values are recalculated into new ranges, in accordance with the 
change permissible intervals of  one or another the S-system parameter, which are set 
before starting the algorithm. 

g11 g1Nα1 β1 h11 h1N αi βi gi1 giN hi1 hiN... ... ... ... ... αN βN gN1 gNN hN1 hNN... ......
 

Fig. 3. Antibody coding for clonal hybrid algorithm 

The problem objective function, used as an affinity measure of the antibodies to the 
antigen, is represented by the model error on the gene expression data time series. In 
this paper, the following expression is used to calculate the error [22]: 
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where 0t  – time to start measuring gene expression levels; t  – time step between 

successive measurements; T – number of measurements; )( 0 tjtxM
i   – the 

expression level values of the i-th gene, obtained using the model, i.e. SODE (1) 
solution (in this case, the fourth-order Runge-Kutta method); )( 0 tjtxi   – measured 

expression levels of the i-th gene. 
Check break conditions. As a condition for stopping the algorithm, various indica-

tors can be used. For example, the achievement of a given minimum value of the ob-
jective function, maximum operating time, cessation of the best antibody affinity 
growth over several generations, etc. In this paper, the stopping criterion is the estab-
lished number of generations. 

Select n antibodies with the highest affinity of 0Ab . In the CLONALG algorithm, 
only the antibodies with the highest affinity are selected for further cloning. Since 
affinity is represented by a scalar value, selection in a population is easy. You can 
simply sort the population and select the first n antibodies, you can use the roulette 
method, etc. In the present work, selection is made using a tournament, when k indi-
viduals are randomly selected from the population (k-size of the tournament) and a 
winner is selected by further comparison of their affinities, which proceeds to the next 
stage. The tournaments themselves are repeated n times.. 

Create clones CAb  of selected antibodies. From the individuals selected in the pre-
vious step, a clones population of size CAb

N  is created. When cloning, each individ-

ual is duplicated N times. The number of clones is directly proportional to the affinity 
of the antibody.  

Conduct mutation of clones with probability fpC ~!  and intensity fpm ~! . The 

first phase of the mutation is represented by a simple scheme, which is used in the 
CLONALG algorithm. According to this scheme, the value of each element of the 



antibody string varies randomly (with a given probability mp ) by the following for-

mula: 
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where ijAb  – j-th element of the i-th individual in the population; L – individual line 

length; mp – probability of changing the line element, called here the mutation 

intensity; rndInit() – random element initialization function; rndEvent() – binary 
function of generating a random event with a given probability. 

In this case, the probability Cp  determines the fact of applying the formula (8) to 

an individual. Also, according to the mechanism of clonal selection, mutation of anti-
bodies with higher affinity is performed with less probability and with less intensity, 
i.e. there is an inverse relationship. 

This is followed by blocks of diagrams representing operators taken from the dif-
ferential and trigonometric differential evolution algorithm. Their detailed description 

is given above. Here tAb corresponds to the population of candidates, which is formed 
by the expression (4). 

Select d antibodies with the lowest affinity of 0Ab  and replace them with random in-
dividuals. In this case, using the tournament selection, d individuals with the lowest 
affinity are selected from the population. Instead, new antibodies are placed in the 
population, which are created randomly. Thus, the algorithm provides the necessary 
population diversity level. 

4.4 Search space transformation 

Denote by v any of the parameters of the S-system α, β, g or h. To search for the op-
timal value of v  by an evolutionary or immune algorithm, it is necessary that v be 
specified in the interval bvav  : . The ends of the intervals  a and b depend on 
the parameter type and are set on the basis of the subject area preliminary knowledge 
before the start of the optimization process. Since the search algorithms types consid-
ered here belong to combinatorial optimization tools, the values set VvV , is finite. 

When using binary coding of individuals, the power V is defined as vmV 2 , where 

vm  – the length of the individual string segment (the bits number) allocated to encode 

the parameter v. The total number of solutions, among which the algorithm must find 

the optimal one, is equal to 
)1(2

2
NN

vm . Obviously, the reduction vm  can significantly 

reduce the computational load and improve the performance of the search algorithm. 
However, here it is necessary to take into account the fact that all solutions are placed 
in the solution space not at random, but strictly in the nodes of the multidimensional 
grid formed by the values from the sets of  )1(2,,1,  NNiVi   parameters of the S-



 

system (Figure 4, а). If the global optimum optP  does not coincide with any of this 

grid the nodes, then with this vm  search algorithm it is not able to find the optimal 

solution. Moreover, if it is small enough, then the best possible solutions, such as 1P , 

will be too far from the global optimum and thus will not meet the requirements for 
accuracy of the result. 

v
1

v
2

a
1

b
1

a
2

b
2

P
opt

P
1

v
1

v
2

a1
b

1

a
2

b
2 P

opt

P
1

P
2

 

а б 

Fig. 4. а – initial placement of solutions in a two-dimensional search space; б – the 
transformation result of the search space relative to the solution 1P  

The essence of this proposal is that, in the process of optimization, periodically, 
when certain conditions are reached, transform the search space by recalculating the 
possible values intervals of v with their simultaneous centering relative to the current 
best solution found (Figure 4, б). As can be seen in the figure, after receiving the solu-
tion 1P  the ends of the intervals of possible changes in parameters 1v  and 2v  were 

recalculated, which led to the transformation of the search space. As a result, without 
changing the values vm , a more frequent grid is created, which allowed at the next 

iteration to get the best solution 2P , which is closer to optP , than the solution 1P . Then 

space is transformed relative to the solution 2P , and the process is repeated until the 

required accuracy of the result is achieved. 
A positive feature of this approach is the ability to work with small values vm , 

which significantly reduces the solution options number and speeds up the conver-
gence of the search algorithm. The transformation involves not only compressing the 
space, as shown in Figure 1, б, but also a possible expansion if the best solution in the 
next iteration is at the ends of the gap of one or more model parameters. At the same 
time, the transformation can include simultaneous compression of space in one di-
mension and expansion in another, which makes the proposed approach more flexible.  

Formally, the process of the solution space transformation can be represented as 
follows: 
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where 11,  jj ba  – the ends of the parameter values interval v for the next transforma-

tion; 00 ,ba  – initial interval of parameter values v; j
Pv  – best parameter value v, 

obtained using the optimization algorithm in the current (j-th) iteration; 1js  – the 
scaling factor of the parameter values interval v for the next transformation, which is 
calculated by the formula: 

   1
,

, otherwise

j j j j j
g P Pj

j
s

s k if v a or b v
s

s k

 


     


         (10) 

where js  – parameter scaling factor v in the current (j-th) iteration; )1( gg kk  – span 

expansion factor; )10(  ss kk  – gap compression ratio; jj ba ,  – the ends of the 

parameter values interval v in the current (j-th) iteration; ε – threshold value that 
records the fact that the parameter  v coincides with the left or right end of the gap. 

It should be noted that expressions (9) and (10) are valid for both binary and real 
methods of encoding individuals of the search algorithm. 

Figure 5 presents a flowchart showing the operation of the proposed method. In 
this scheme, Pv  it implies the best value of the S-system parameter v obtained for the 

entire time of the algorithm. 

 

Fig. 5. Block diagram of the search space transformation 



 

The work of the proposed method and algorithm can be described as follows. After 
a single launch of an evolutionary or immune optimization algorithm with a fixed 
number of generations, the best solution obtained as a result of this start is compared 
with the best solution obtained for all previous launches. The comparison is made 
based on the approximation error values of the observed gene expression data. If the 
new solution turns out to be better than all previous ones, the solution space is trans-
formed according to the formulas (9) and (10). Next, the optimization algorithm is 
restarted and the process is repeated until the stopping conditions are satisfied (the 
required number of iterations j or some minimum error value is reached). Thus, in 
each subsequent iteration j EA or AIS works with a new solution space, which is 
gradually compressed in the vicinity of the global optimum. As an optimization meth-
od, it is recommended to use either classic AIS or hybrid, discussed above in this 
paper. 

5 Experiments 

To test the proposed approach effectiveness, the authors chose two tasks to identify 
the S-system parameters. In both tasks, the same artificial GRN is used [10], consist-
ing of four genes. Reconstruction is performed for a network with a fixed and non-
fixed structure. The fixed network structure, in contrast to the non-fixed, implies the 
availability of information about the links between the genes (that is, the matrix of 
connections is considered constant), which simplifies the solution, since the algorithm 
searches only the weights of the existing links. 

The parameters of the S-system for the regulatory network consisting of four genes 
(N=4), are presented in table 1. To build a table of observed expression data needed 
for the experiments, system (1) is solved with the parameters taken from table 1. So-
lution S -systems were carried out by the fourth-order Runge-Kutta method with the 
number of time samples T=26. The following initial conditions were selected in the 
experiments  )(),(),(),( 04030201 txtxtxtx =  4.0,2.1,7.2,4.1 . 

Table 1. S-system parameters for GRN consisting of four genes 

i αi βi gi1 gi2 gi3 gi4 hi1 hi2 hi3 hi4 

1 
2 
3 
4 

12.0 
8.0 
3.0 
2.0 

10.0 
3.0 
5.0 
6.0 

0.0 
0.5 
0.0 
0.5 

0.0 
0.0 

0.75 
0.0 

-0.8 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 

0.5 
0.0 
0.0 
0.0 

0.0 
0.75 
0.0 
0.0 

0.0 
0.0 
0.5 
0.0 

0.0 
0.0 
0.2 
0.8 

 
A time series of changes in gene expression levels was obtained, its graph is shown 

in the figure. 6. 
The developed algorithms parameters, selected for research, are presented in Table 

2. The settings for simple mutation, DE and TDE mutations are set according to the 
results of studies conducted in [19,20,23], where at these values the maximum solu-
tion quality was obtained. 



 

Fig. 6. The gene expression time series for experimental GRN 

Table 2. Parameters of the proposed reconstruction algorithms 

Parameter name 
CLONALG 

+ DE 
CLONALG 

+ TDE 
CLONALG + 
transformation 

Initial intervals of values α and β [0.0, 15.0] [0.0, 15.0] [0.0, 15.0] 

Initial intervals of values g and h [-1.0, 1.0] [-1.0, 1.0] [-1.0, 1.0] 

Coding method of individuals real real binary 

Parameter representation accuracy ( vm ) – – 4 bit 

Size of main population ( AbN ) 300 300 300 

Clone population size  ( CAb
N ) 900 900 900 

Number of generations 3000 3000 50 

Selection coefficient ( AbNn / ) 1.0 (n=300) 1.0 (n=300) 0.7 (n=210) 

Type of selection tournament tournament tournament 

Tournament size (k) 4 5 4 

Probabilit of simple mutation ( cp ) 0.1 0.1 0.01 

Intensity of simple mutation ( mp ) 0.05 0.05 – 

Intensity of DE-mutation ( DEp ) 1.0 1.0 – 

Probability ТОМ ( TDEm ) – 0.6 – 

Intensity ТОМ ( TDEp ) – 0.7 – 

Scale factor (F) 0.8 0.8 – 

Span expansion factor ( gk ) – – 1.5 

Gap compression ratio ( sk ) – – 0.8 

Threshold valuе ε 0.0 0.0 0.0 

Stop condition (number of space transforma-
tions) 

– – 50 



 

For the experiments, the GRN reconstruction information system was used, the ob-
ject-oriented architecture of which is presented in [24]. The results of each experiment 
were averaged on the basis of ten runs of the algorithm. 

6 Results and Discussion 

Comparison of the results of three AIS, based on clonal selection, as applied to the 
GRN reconstruction task, consisting of four genes with a fixed structure, is presented 
in the table 3. 

Table 3.  Comparative table of model errors in the study of three methods based on clonal se-
lection for GRN with a fixed structure 

Model error (f) CLONALG + DE 
CLONALG + 
transformation 

CLONALG 

Minimum 
Maximum 
Average 

1.634ꞏ10-10 
0.00068 

0.000272 

0.00112 
0.0089 

0.00466 

0.03 
1.021 

0.6 

 
It should be noted that in this test, out of ten starts, in 60% of cases, the 

CLONALG + DE algorithm converged to the minimum possible approximation error 
of 1.634ꞏ10-10, and in 40% of cases, to error 0.00068, after which stagnation began. 
Stagnation is a differential evolution phenomenon characteristic that requires addi-
tional research that goes beyond the scope of this work. 

Table 4.  Comparative table of model errors in the study of three reconstruction methods for 
GRN with non-fixed structure 

Model error (f) CLONALG + TDE CLONALG + DE TDE 

Minimum 
Maximum 
Average 

0.00034 
0.0015 

0.00068 

0.011 
1.882 
0.472 

0.45 
2.366 
0.889 

 
Table 4 presents comparative information on the GRN reconstruction results with a 
non-fixed structure. At the same time, the settings for the classical TDE algorithm are 
taken from the published research results and on the basis of recommendations found 
in the literature. 

As can be seen from the table, the developed algorithms, thanks to the 
hybridization technology, provide a higher quality identification of the test SODE than 
the individual components that comprise them. In particular, the search space 
transformation procedure and the hybrid clonal selection and differential evolution 
algorithm give a smaller model error compared to the classical clonal algorithm. The 



clonal selection hybrid algorithm and trigonometric differential evolution shows better 
results than the classical differential evolution. 

7 Conclusion 

The paper proposes hybrid GRN reconstruction methods that allow increasing the rate 
of convergence and accuracy of the optimization algorithm in solving the identifying 
S-system problem. The methods are based on hybridization technology, combining an 
artificial immune system in the clonal selection algorithm form, differential evolution 
algorithms, and also a solution space transformation, in which space is compressed in 
the global optimum vicinity. To test the  proposed approaches effectiveness, experi-
ments on the artificial GRN reconstruction were carried out. During the experiments, 
the various parameters  influence of hybrid algorithms on the solution to the S-system 
reconstruction problem quality was studied, and also a comparison was made with 
other computational methods. Experiments have shown the presence of a negative 
effect from the use of differential evolution operators, such as selection and crossing 
over. On the other hand, the operator DE-mutation showed a significant positive ef-
fect. The comparative experiments results  confirmed the advantages of the developed 
hybrid methods and algorithms over similar classical computational methods. 

Obviously, the proposed methods do not eliminate the search algorithm from the 
falling into local optima possibility, therefore the abilities development to choose 
from them is one of the priorities for further research. In addition, in the future we 
plan to test the  development effectiveness on real biological data. 
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