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Abstract. The article deals with the task of in-door navigation of visually im-
paired people. The authors have carried out an analysis of audio navigation 
software programs such as Google Assistant, Siri and Cortana. Authors suggest 
a model of the voice navigator, which helps a person to conveniently find the 
location and build the desired route. Developed software is integrated into the 
smart-campus solution, which improve the infrastructure of the university.  
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1  Introduction  

According to statistics nowadays in the European Union, people with disabilities 
make out about 1/6 of all citizens of working age. In Ukraine, the amount of persons 
with disabilities is 6.1% of the total population [1]. A person with disabilities faces 
many problems that are unknown to other people. Mainly this is caused by the restric-
tion of the access of persons with disabilities to social benefits known to the majority 
of the population, such as shops, pharmacies, underground stations, stations, hair-
dressers, educational establishments, et cetera [2, 3]. This is due to the fact that in 
such places there are no special devices for assistance to people with disabilities.  
Ukraine is trying to adapt public buildings to this reality by constructing ramps and 
buttons for the disabled people. At the legislative level, the Government makes 
changes to the laws that regulate the rights of persons with disabilities, namely, the 
Laws "On the Basis of Social Protection of Persons with Disabilities in Ukraine" [4], 
"On Amendments to Some Laws of Ukraine on Increasing Access to the Blind, per-
sons with visual impairments and persons with dyslexia to works published in a spe-
cial format "[5]," On Amending Certain Legislative Acts of Ukraine on the Protection 
of the Rights of Persons with Disabilities "[6]," On Amendments to Certain Laws of 
Ukraine on Education on the organization of inclusive n the voice "[7]. However, 
there should pass a long period before our country achieves the result that we can see 
in Europe today. Therefore, the development of audio navigation systems to improve 
social adaptation of people with visual disabilities is a very important task.  



The idea of smart campus based on BLE 4.0 where objects could talk to the students, 
staff and visitors were described in an number of publications [8,9]. The use of voice 
for navigation systems could allow visually impaired people: to connect many objects 
and events; to provide access to the information in the navigation systems; to support 
new systems of interaction with users, sensors, mobile devices, devices and applica-
tions [10].  

2 Problem definition 

For correctly detection of the location inside the building, it is necessary to determine 
the current coordinates, compare the position with the cartographic representation, 
update the location in real time, and check the compliance of the current position with 
respect to the planned route [11]. 

Further we will consider a system that uses data from beacons based on BLE 4.0 to 
identify the current location [112]: 

  KZRBXS ,,,,  (1) 

where X - input data (x1 - data from sensors x2 - accelerometer readings, x3 - gyro 
readings, x4 data from beacons, x5 - voice commands), B - cartographic representation 
(map represented as matrix [M, N], where M - X, N is the number of points along the 
Y-axis), R is information about the decisions taken (r1, r2 ... rn), Z-output devices (z1 - 
camera, z2 - audio recording, z3-phone), K - robot mode (k1 - autonomous, k2 con-
trolled). 

Positioning methods were developed for this class of systems [13]. However, the 
task of integrating audio navigation in Smart-Campus systems has not been solved 
yet. Solving this problem will allow the existing system to be adapted for people with 
disabilities. 

The aim of the work was to develop a voice navigator and integrate it into the in-
door positioning and navigation system. 

3 An analysis of existing approaches to the implementation of 
voice navigation 

Voice Navigator should help a person to navigate in the building using only voice. 
However, for the correct information exchange between the user and the application, 
there should be developed a module which could recognize speech signals. 

Problems of voice navigation and speech recognition were investigated by D. 
Shpakov [14], E. A. Vereshchagina [15], Jen-Tzung Chien [16], Shinji Watanabe 
[17], Mohamed Afify [18], Chia-Yu [19], Mark D.Skowronski [20]. 

Automated speech recognition systems can be classified according to many fea-
tures: by type of language, by a set of dictators, by volume and completeness of the 
vocabulary that needs to be recognized. By type, the language is divided into discrete 
and continuous [21]. Discrete language is a language in which pauses between words 



are much longer than natural pauses inside words. In continuous speech, there are no 
significant pauses between words. The natural human mode of communication is a 
continuous language. 

Each person has a unique voice, but from a phonetic point of view language con-
sists of many different sounds that have articulation differences. In general, these 
sounds are called phonemes. But in different words one and the same phonemes may 
be exaggerated, so there is the notion of alophon - phonemes [22]. 

For successful speech recognition, areas of the audio signal are considered in a few 
tens of milliseconds, which are called freemas [22]. The difficulty is that some pho-
nemes are quite similar to one another, but one can solve this problem in terms of 
"probabilities". Some phonemes are more likely for a given signal, others - less. A 
acoustic-on-model is being built, which is a function that receives an area of a small 
audio signal (frame) at the input and outputs the distribution of the probabilities of 
different phonemes on this frame. On the basis of the acoustic model, one can say 
with a certain degree of confidence that it was said. 

The acoustic model can be built on the basis of such methods and algorithms as 
neural networks, a model of Gaussian mixtures, dynamic programming [23-26]. In 
practice, hidden mark models are widely used in practice [27]. 
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Fig. 1. - Acoustic model [13] 

In the system discussed previously, incoming data can come in the form of voice mes-
sages. In this case, the task of recognizing audio events will look like this: an audio 
signal arrives at the audio event detector input, represented by the sequence: 

  oMoo ,...2,1  (2) 



where: 𝑜𝑖 - the value of the sound signal parameter (one of 𝑀) taken by the detector at 

the ith moment of time. The segments of time in which the detector takes off these 

parameters are states 𝑆 = {𝑠1, 𝑠2, ..., 𝑠𝑁} of the model λ = (𝑃, Φ, π). Each of these 

models corresponds to different types of audio events, such as certain words. In order 
for the system to be able to select the audio event that corresponds most to the initial 
segment of the audio signal (in other words, to recognize the word), it is necessary to 

find the fidelity of the appearance of the sequence Ω = {𝑜1, 𝑜2, ..., 𝑜𝑀} for each 

available models λ = (P, Φ, π). In this way, there is a set of observed states (speech 
signal) and a probabilistic model that conveys a hidden state (phonemes) and observ-
able quantities. 

Thus, the processing of a voice message occurs in a few steps: 
 Step 1. The input of the system for identifying the current location S is the input 

data X. One of the input parameters is a voice message x5. 
Step 2. A voice message Ω arrives at the audio event detector, which starts with 

one of the keywords: start navigation, build route, cancel, stop the starting position, 
destination. 

Step 3. The resulting sequence falls into the audio processing block where we get 
the λ model. 

Step 4. This step defines a specific audio event in a probabilistic way. That is, the 
record is divided into frames and each frame is skipped through the acoustic model. 
System with machine learning, defines variants of spoken words and context. The 
accuracy of the results depends on the completeness of the phonetic alphabet of the 
system. For each sound, a complex statistical model is first constructed that describes 
the pronunciation of this sound in the language. The system of recognition compares 
the incoming speech signal with phonemes, and from them they collect words. 

Step 5. In this step, the data fall into the next level of the system as a text for deci-
sion. The main teams will be: In what building am I? What floor? I need room №? 
What room do I have a couple of? How do I get to the room №? 

Step 6. After receiving the request, the commands will be mapped to the source 
data, which include: schedule, group lists, placement and maps of the building and 
each floor, the list of audiences. 

Step 7. Next, using the integrated method will determine the current position on the 
map of the room. 



Step 8. In this step, the data is verified using a neuro-fuzzy method of verification 
[12]. 

Step 9. After processing the system, we receive z2 messages and the route is being 
built [28]. 

4 Realization of the subsystem of voice indoor navigation 

Within the Smart-Campus application, the ability to display the current position of the 
user inside the building and the search for the shortest path to the specified beacon [9] 
was implemented. The next step is to modify the Smart-Campus subsystem of voice 
navigation. 

The Smart-Campus, is a system with Bluetooth Low Energy devices and a back-
end database with dedicated content management system (CMS).  The idea is to find 
the location from one beacon to the others, for an interactive tour around the campus 
or to guide visitors to their specific location of interest. To provide navigation, first a 
map of the building should be provided or developed. Next is showing the appropriate 
path to another beacon location.  This is why the newly developed solution consists of 
two parts: a map editor and path detection.  

The map editor allows creating a map of a floor. You can use a background picture 
of a known area or develop it from scratch with the easy-to-use editor. The app-user is 
the client of information related to a certain beacon at a certain location and our solu-
tion allow user to get this information in an attractive way on his or her smart phone 
through a dedicated application. The app itself fetches the information from the 
server, related to the unique user ID (UUID) the beacon broadcasts on regular basis. 
On this server the information is added and edited by the beacon owners through the 
developed CMS. The users can decide on groups of beacons which are allowed to 
display their information [8]. 

The voice navigator will help a person find the location of the audience and the 
body in which it is located. After the audience is found, the navigator will answer the 
question about the building in which the audience is located, on which floor and con-
struct the map-device from the current position of the user to the required body. Also, 
the mobile add-on will provide the user with the opportunity to create and manage 
their class schedules. The timetable will be displayed for the week and the current 
day. From the schedule, the user will be able to build a route to the required building. 

Let us consider software which contains similar functionality: Google Assistant, 
Siri, Cortana. For analysis following characteristics were selected: dependence on the 
Internet, speed of operation of the recognizer, understanding the request, number of 
satisfactory answers to questions, construction of the route, vocabulary, number of 
supported languages,. The summary is presented in the table 1. 

After analyzing the applications, the main characteristics that should have a voice 
navigator have been highlighted. The voice navigator, for integration into the Smart-
Campus must have the following features: 

 to record a voice sentence to get an audience that the user is looking for; 
 to recognize vocal sentences and convert them to text; 



 to formulate a response to the user; 
 to issue a voice message about the user's request; 
 to determine the location of the user; 
 to build a route from the current position of the user to the required body; 
 to display the schedule of occupations of the user; 
 to add classes to the schedule; 
 to enter the name of the class not only through the virtual keyboard but also 
through speech recognition; 
 to edit or delete selected classes from the schedule; 
 to get the route to the chosen lesson; 
 to display the schedule for the current day; 
 to display the list of recent queries. 

The interaction diagram for audio navigation is shown at fig.2. 
 

Table 1. Mobile applications  comparison 

 
Parameters Google 

Assistant 
Siri Cortana Voice 

Navigation 

Dependence on 
the Internet 

+ + + +- 

Speed of 
operation of the 

recognizer 

+ ++ + + 

Understanding 
the request,% 

97 92 86 90 

Number of 
satisfactory 
answers to 

questions,% 

85,5 78,5 52,4 74,3 

Construction of 
the route 

+- ++ + ++ 

Vocabulary + ++ + ++ 

Number of 
supported 
languages,  

9 34 8 8 

 
 



 

Fig. 2. - Interactions in the voice navigator  

  

For development of the speech recognition, the frame Speech.framework was se-
lected. 

First the application is trained with commands which are stored at the local data-
bases.  

 
  



Fig. 3. – Menu 

 

With each beacon there is connected the voice identification of the location. After 
the final location is recognised the path is built according to the shortest path algo-
rithm [11]. One of the options is that the user can see the previous voice requests 
(fig.3).  

 

5 Conclusion 

For the in-door navigation system was designed a voice navigator. Integrating the 
audio navigator into the Smart-Campus system is improving the social adaptation of  
visually impaired people. Usage of the voice for navigation systems allow user to 
provide access to information in navigation systems; to connect many objects and 
events among themselves; to support new user interaction systems, sensors, mobile 
devices, devices and applications 
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