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Abstract. The main difference in distributed systems based on knowledge is the 
use of the service approach and ontologies in knowledge engineering. Semantic 
service acts as a software agent that regulates the interaction of all components 
of the system. Semantic service provides: semantic principle, which defines a 
formal description of information and allows you to define the following char-
acteristics of services: scalability, semantic interoperability, formal models of 
services and ontologies; the principle of decision making; the principle of dis-
tribution, which allows you to aggregate the capabilities of several computing 
objects through cooperation. The communication and collaboration mechanism 
of the distributed systems based on knowledge covers the message transfer be-
tween services, information exchange between semantic service and distributed 
knowledge bases, and the semantic service behaviors in the entire process from 
request submission, request handle, to result return. The knowledge base is 
formed from three types of ontologies. The rules for recognizing performance 
problems are converted into ontology and the system knowledge base is placed. 
The working memory of a semantic service contains facts that correspond to 
simple events, composite events, and identified problems and recommenda-
tions. The algorithm for using semantic service is discussed in the article. To 
assess the performance of the SS attached, create an information system of two 
components: event trace generator and event trace analyzer. 
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1 Introduction 

Economic globalization and global networks have become the trend of world devel-
opment. Especially with the development of information technology and the innova-
tion of management theory, modern enterprises need to go beyond the boundaries of 
traditional companies to achieve for a rapid and effective integration of resources on a 
global scale, thus can produce high-quality products that meet the needs of the market 
or provide services the customer need in a very short period of time [1].  



In this case, a new distributed computer system in terms of development of modern 
technologies put the emphasis on the properties of interoperability and scalability. 
This direction is connected with the rapid growth of blockchain technology and the 
Internet of things (IoT). As analysts predict that, by 2025, the share of block chain 
apps will account for 10% of world gross domestic product [2]. By 2020 will create 
more than 30 billion IoT devices. IoT will affect every industry, from retail to health 
care [3]. 

At the moment in the literature there are a large number of definitions of the con-
cept of "distributed system". The most comprehensive definition proposed by AS 
Tanenbaum [4]: “Distributed system (DS) is a set of independent computers, which is 
perceived by its users as the only consistent system.” Another definition is proposed 
in [5]: DS are software and hardware systems, in which execution of operations (ac-
tions, calculations) necessary to ensure the target functionality of the system is dis-
tributed (physically or logically) between different performers. In the computing field, 
under our computer, in our study, we will understand the software and hardware sys-
tem created for a specific practical application, the functionality of which is distrib-
uted on various nodes. 

On the one hand, DS are tools that allow solving a large number of complex tasks, 
most of which are not solved by other methods. DS can eliminate the main drawback 
of centralized systems - the limitations of increasing computing power. At the same 
time, the analysis revealed a number of problems that need to be solved. The limited 
use of DS is complicated by the use of equipment from different manufacturers with 
different types of architectures. Due to the wide variety of aspects of building com-
puting systems, as well as the variety of existing operating systems, it becomes neces-
sary to create methods for adaptive planning of distribution of flows in a distributed 
system, which will significantly speed up the processing of incoming requests for 
services and increase the overall system performance. 

Modern representations of data are changing the ways and forms of communica-
tion, production and consumption of information [6]. The dominance of horizontal 
relations, structure-role of information decentralization of all types of data available at 
any time on every device. The user should not care about the specific technology used 
to provide computing capacity or data storage, so you can say that a user has some 
information about the remote resource. Distributed systems based on knowledge 
(DKBS) in order to study the data, their processing and use evolving technologies of 
the semantic web. 

The formal model of the DKBS consists of a set of ontologies; lots of services; a 
set of events that describe the processes of the system; semantic service (SS); a set of 
composite services and knowledge base. The completeness and effectiveness of the 
system is determined by a multitude of ontologies. The main difference in DKBS is 
the use of the service approach and ontologies in knowledge engineering. SS acts as a 
software agent that regulates the interaction of all components of the system. 



2 Literature review 

Software agents originally were discussed in the 70’s, and in the mid 90’s briefly 
gained some momentum but then stalled. The ”software agent” term has found its 
way into a number of technologies and has been widely used, for example, in artificial 
intelligence, databases, operating systems and computer networks literature. Although 
there is no single definition of an agent [7, 8, 9] all definitions agree that an agent is 
essentially a special software component that has autonomy that provides an interop-
erable interface to an arbitrary system and/or behaves like a human agent, working for 
some clients in pursuit of its own agenda. Most discussions on agents focus on their 
autonomy, intelligence, mobility and interaction [10, 11, 12, 13, 14]. Agent-based 
systems [15, 16] claim to be next generation software capable of adapting dynami-
cally to changing business environment and of solving a wide range of knowledge 
processing application. Although sophisticated software agents can be difficult to 
build from scratch due to the skills and knowledge needed, the widely available agent 
construction toolkits may provide a quick and easy start to building software agents 
without much agent expertise. Significant research and development into multi-agent 
systems (MAS) has been conducted in recent years [17, 18, 19], and there are many 
architectures available today [20, 21]. Nevertheless, several issues still need to be 
faced to make the multi-agent technology widely accepted: secure and efficient exe-
cution supports; standardization; appropriate programming languages and coordina-
tion models.  

Decentralization and openness are inherent properties of multiagent systems 
(MAS). The technologies they provide are thus the right abstraction for developing 
Web-oriented applications. Moreover, different works have been proposed to use 
Semantic Web technologies (SWT) for representing various dimensions of MAS (e.g., 
interaction protocols, norms, organizations). 

Consequently, recent research in MAS have seen an intensive use of Knowledge 
representation together with increasing use of SWT. We envision that SWT will ulti-
mately play a central role in all parts of MAS. Thus far, work combining MAS and 
SWT have only been concerned about addressing one dimension of MAS at a time. 
Also, they were mostly tackling the agent [22, 23] and interaction dimensions [24, 25] 
to ease communications, especially on domain knowledge. Other works have used 
those technologies to model part of the organization structure [26], norms and com-
mitment [27], reputation [28] and more. The situation shows that it is time to go be-
yond these ad hoc solutions and integrate the pieces into a complete Semantic-Web-
based infrastructure. We observe too that none of the mentioned contributions were 
really taking advantage of the Web aspect of these technologies, except some Web 
service integration. We also want to provide models and specifications for the SS so 
that services can uniformly query and reason about DKBS, web services, data, and 
ontologies. 



3 A Distributed Knowledge Based System  

The proposed architecture is based on services and is designed to support all the proc-
esses of the system life cycle. That is, the proposed architecture is meant to include all 
the concepts necessary to perform all activities related to the life cycle. We shall 
adopt a generic, knowledge-based architecture. The enterprise members are repre-
sented by autonomous agents, geographically scattered, which are able to cooperate to 
achieve a common business goal. 

The various persons constituting the DKBS, in order to process distributed knowl-
edge bases, assume the following roles: 

 Knowledge Manager: is in the top of the hierarchy, and acts as a project manager, 
but in higher levels. It's like a knowledge strategist, cooperating, defining, and dis-
tributing the knowledge to coordinate all the other roles; 

 Knowledge Provider: is the owner of human knowledge. It is typically an expert in 
the application domain, but could be another person in the organization who does 
not have the expert status; 

 Knowledge Analyst: uses a range of methods and tools that make the analysis of a 
standard knowledge-intensive task relatively straightforward; 

 Knowledge System Developer: is responsible for the design and implementation. 
The developer must have a basic background of analysis methods. In knowledge 
system development, the main knowledge problems have been solved by the 
knowledge analyst. Therefore, this role must have some skills of software design-
ers; 

 Knowledge User: makes use, directly or indirectly, of a knowledge system. Its 
interaction with the knowledge base system is important for the project develop-
ment and validation; 

 Project Manager: manages the project, specially the knowledge engineer and the 
knowledge system developer. 

In turn, the structure of the system based on knowledge, is shown in Fig. 1. The 
main components are [29, 30,31]: 

 base of knowledge. Base of knowledge intended for storage of knowledge about 
the subject. Its concrete form depends strongly on the chosen model of knowledge 
representation. The presence of this component is the main difference between the 
systems based on knowledge from other types of programs; 

 output machine. Output machine generates a response to the user request using the 
knowledge base. Its principle of operation is also dependent on the chosen model 
of knowledge representation; 

 editor knowledge base – program to change the contents of the knowledge base; 
 user interface – the mechanism by which the communication user and the system. 



 

Fig. 1. Structure of systems based on knowledge. 

In addition to the agents representing the distributed knowledge base, a SS is intro-
duced in the MAS community. This agent reacts by seizing deal opportunities present 
in the DKBS, and proceed thus to establish the corresponding virtual entities. 

The principle of the Distributed Knowledge Base proposed in this paper is to de-
pends on a number of ontologies that provide semantic principle: ontologies of events 
DKBS (Task Ontology); ontologies of services (Application Ontology); ontology 
specialized areas of data systems based on (Domain Ontology). (fig. 2). 

 

Fig. 2. Structure of DKBS. 

DKBS can be represented as a model of interaction of the main artifacts: clients, 
services and SS. Each component in the system is associated with a specific ontology. 
SS provides: 

 semantic principle, which defines a formal description of information and allows 
you to define the following characteristics of services: scalability, semantic inter-
operability, formal models of services and ontologies; 

 the principle of decision making; 



 the principle of distribution, which allows you to aggregate the capabilities of sev-
eral computing objects through cooperation. 

Considering all the types of ontologies [32, 33, 34], we chose it for three, because 
the Application Ontology is a model of a service describes its functional and non-
functional characteristics. Domain Ontology is a certain base set of knowledge for 
each subject area. Task Ontology keeps information about all the functions and ac-
tions of the system. 

Each ontology has its own expressive capabilities depending on their functional 
purpose. Ontology-oriented for subject area (Domain Ontology), describe the diction-
ary of terms concrete and formal set four end subsets: concepts, relations, axioms and 
interpretation functions. Task Ontology consists of a Glossary of terms, specialize 
tasks and actions in subject area. Every task has a different status and stages of its 
implementation. The main feature for all concepts of the ontology problem is the 
time. Application Ontology is the most specific ontology, in addition to all the basic 
concepts, contains specialized terms and instances subject area.  

SS includes domain ontology and a set of modules to operate the services and their 
ontological description a lot of events we have formed as a set of claims that can be 
applied to DKBS and a set of axioms of their appearance.  

4 Structure of Semantic Service in a DKBS  

In each interaction of the SS, the ontology functionality is necessarily preserved. Each 
function is characterized by the input (1) and output arguments (2). Correspondingly, 
each action SS (3) is characterized by a function of the work with the ontology, the 
values of its arguments when you call and the completion of the system. 
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In the DKBS, the communication and collaboration mechanism between services is 
a problem that must be well considered in the design of the SS structure. The commu-
nication and collaboration mechanism covers the message transfer between services, 
information exchange between SS and distributed knowledge bases, and the SS be-
haviors in the entire process from request submission, request handle, to result return. 
These procedures can be summarized as follows: 

 SS deploys appropriate services on its local Knowledge Base, performs the regis-
tration on the knowledge bases; 

 The retrieval request accesses the system periodically. SS gets retrieval requests 
and searches its Knowledge Base. 

 SS returns the retrieval result to the system after the search finishes. 



 The SS implies a classification and a sort order to the retrieval result according to 
its corresponding retrieval request. 

 User views the retrieval results on the interface and selects the needed Knowledge. 
With the information about the Knowledge Base embedded in the retrieval result, 
the user then contacts the relevant enterprise to obtain the Knowledge. 

The principle of operation of the SS is illustrated in Fig. 3. The knowledge base is 
formed from three types of ontologies. The rules for recognizing performance prob-
lems are converted into ontology and the system knowledge base is placed. The work-
ing memory of a SS contains facts that correspond to simple events, composite events, 
and identified problems and recommendations. The algorithm for using SS to perform 
an analysis is as follows. The initial data is the sequence of events of the system, let's 
call it the trace. Trace contains simple events. E The algorithm processes the events of 
the route in the order of the time of their occurrence and performs the following cycle: 

1. Read the next event from the trace E. 
2. Convert it to the concept of ontology and add it to the working memory of the SS. 
3. Start the SS. If the new event is a search query, then pick up the relevant answers 

in the knowledge base. For an indefinite concept of a simple event, the output en-
gine consistently executes the rules for constructing composite events, for con-
structed fact-composite events, the rules for identifying performance problems. 
The result of triggering a SS can be: 
(a) adding a new fact-simple event to some of the constructed fact-composite 

events; 
(b) identification of fact-composite events of working memory for compliance or 

non-compliance with the performance problem; 
(c) delete or save a new event in the working memory; 
(d) search for a saved event. 

4.  Retrieve the search results from the working memory or offer recommendations to 
solve the problem. 

 

Fig. 3. Structure of Semantic Service. 



To assess the performance of the SS attached, create an information system of two 
components: 

 event trace generator DKBS; 
 event trace analyzer for SS. 

Events are recorded in the track when calling action functions. A simple event is 
represented as: 

csdtEPvaletfe ,,,,, ,                             (4) 

where Ff   - action function; 

et  - the type of event that sets its parameters ),...,( 1 KepepEPet  ; 

),...,( 1 KvvEPval   - event parameter values; 

t  - time of the event; 

d  - event duration; 

cs  - service code. 

The implementation scheme of the tracer generator is presented in fig. 4. The tracer 
generator consists of the following components: 

 OntologyGenerator program converts messages into ontology concepts; 
 library SM is designed to track messaging between services; 
 library Timer provides functions for obtaining current system time with high accu-

racy; 
 library TracerWriter saves simple events created by the tracer to a trace file. 

Presumably all generator modules are implemented in the Java programming lan-
guage. 

 

Fig. 4. The tracer generator. 



The implementation scheme of the SS trace analyzer is shown in fig. 5. The trace 
analyzer consists of the following components: 

 library UI implements the CC user interface. 
 library TraceReader provides reading simple events from trace files. 
 library Ontology implements event conversion to ontology concepts. 
 library Query generates queries to the SS. 

 

Fig. 5. The trace analyzer. 

5 Conclusion 

Modern representations of data are changing the ways and forms of communication, 
production and consumption of information. The dominance of horizontal relations, 
structure-role of information decentralization of all types of data available at any time 
on every device. The user should not care about the specific technology used to pro-
vide computing capacity or data storage, so you can say that a user has some informa-
tion about the remote resource. DKBS in order to study the data, their processing and 
use evolving technologies of the semantic web. The formal model of the DKBS con-
sists of a set of ontologies; lots of services; a set of events that describe the processes 
of the system; SS, a set of composite services and knowledge base. The completeness 
and effectiveness of the system is determined by a multitude of ontologies. The main 
difference in DKBS is the use of the service approach and ontologies in knowledge 
engineering. SS acts as a software agent that regulates the interaction of all compo-
nents of the system. SS provides: semantic principle, which defines a formal descrip-
tion of information and allows you to define the following characteristics of services: 
scalability, semantic interoperability, formal models of services and ontologies; the 
principle of decision making; the principle of distribution, which allows you to aggre-



gate the capabilities of several computing objects through cooperation. The communi-
cation and collaboration mechanism of the DKBS covers the message transfer be-
tween services, information exchange between SS and distributed knowledge bases, 
and the SS behaviors in the entire process from request submission, request handle, to 
result return. The knowledge base is formed from three types of ontologies. The rules 
for recognizing performance problems are converted into ontology and the system 
knowledge base is placed. The working memory of a SS contains facts that corre-
spond to simple events, composite events, and identified problems and recommenda-
tions. The algorithm for using SS is discussed in the article. To assess the perform-
ance of the SS attached, create an information system of two components: event trace 
generator and event trace analyzer. 
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