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Abstract. The problem of reducing the complexity of the process of automated 
recognition and obtaining a quantitative assessment of the graphic objects pa-
rameters in medical images are considered. A method for applying a grid to an 
image is proposed. It makes possible to provide acceptable accuracy of calcula-
tions, a high level of generalization of data, as well as reduce the complexity of 
calculations. The software that implements the proposed methods is developed. 
The developed software is used in the analysis of metallographic images of ma-
terials for medical application. 
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1 Introduction 

Many devices for determining the medical parameters of a person represent informa-
tion in graphical form. In particular, these are the results of studies using microscopes, 
the results of X-ray analysis, MRI, ultrasound, etc. In addition, medical instruments, 
implants, materials have a certain internal structure and surface structure, which must 
be controlled. Quality control in medicine plays an important role in ensuring the 
reliability of manufacturing prostheses, implants, medical instruments. Therefore, to 
obtain objective quantitative data in the processing of any information presented in 
graphical form, automation of image processing is required. Determining the quantita-
tive characteristics of image elements is necessary for quick and correct interpretation 
of results. However, processing and analysis of medical, metallographic images is a 
very nontrivial task due to the complex shape and mutual arrangement of the ele-
ments, as well as the quality of the images provided by modern equipment. 

Currently, effective methods of digital image processing have been developed [1, 
2], including for the analysis of microstructures, surface coatings of products [3], etc. 
The complete process of image processing in analyzing the results of medical diag-
nostics and quality control of products is a complex multi-step time-consuming pro-
cedure and includes a number of basic steps: pre-processing and image restoration, 
segmentation, filtering, normalization of selected objects, recognition and, often, 
comparison with reference objects. Multistep is due to the fact that various processing 
tasks are closely related and are performed sequentially, therefore the quality of the 



solution of one of them affects the choice of the method of solving the other problems 
[4]. Automation of image processing is the main problem in obtaining quantitative 
information about the results of the study. 

The aim of the study is to reduce the complexity of the process of automated rec-
ognition and obtaining a quantitative assessment of the parameters of graphic objects 
in medical images. 

2 Problem statement  

To implement automated image processing for medical purposes, it is necessary to 
solve the following tasks: 

─  the analysis of methods, models and information technologies for recognition of 
graphic objects in images, microstructures of implants and instruments; 

─  the development of a method for reducing the amount of information analyzed 
through the use of a specified dimensions grid, which is superimposed on the im-
age; 

─  the development of an algorithm for recognizing objects in an image using soft-
ware implementation for automating successive stages of recognizing objects in an 
image, including clustering methods, binarization methods, building concave con-
tours, and applying these methods to processing medical images; 

─  the experimental obtaining of quantitative characteristics of recognized images 
and their elements on the basis of the developed methods, algorithms and software. 

3 Literature review  

Currently, the development of computing technology has significantly increased the 
resolution of microscopes, in addition, it has become possible to share a microscope 
with a computer, so it is possible to create software systems for analyzing and proc-
essing metallographic images. To obtain image characteristics by means of modern 
information technologies, a number of algorithms are used, which can be divided into 
three categories: algorithms based on comparison with templates; algorithms that use 
the methods of decision-making theory; algorithms using neural networks, etc. Each 
of these groups of algorithms has its own strengths and weaknesses, different areas of 
application. Methods using patterns are inflexible, but because of their simplicity and 
low resource intensity, they often  are used in solving particular recognition problems. 
The method of neural networks, which uses the principles of artificial intelligence, is 
more versatile, but requires a significant amount of input data and computational re-
sources necessary for the organization of the learning process; its disadvantage is poor 
predictability of recognition results. Algorithms based on methods of decision theory, 
make the learning process simple and provide an opportunity to achieve a high degree 
of predictability of recognition results. 

Among the existing solutions in the field of analysis and processing of metal-
lographic images are the following specialized software systems. Image Expert Pro 3 



allows you to get a wide range of geometrical parameters of the elements of the mi-
crostructure. The resulting characteristics are available both for each type of mi-
croparticles separately, and in the form of their statistical sampling [5]. The Fuzzy 
Clustering and Data Analysis Toolbox is a Matlab-based software package that in-
cludes three main categories of functions: clustering algorithms (K-means, K-medoid, 
FCMclust, GKclust and GGclust), analysis functions (Dunn, Alternative Dunn, Xie 
and Beni's, Partition Index), as well as data visualization functions (Sammon’s 
method) [6]. Altami Studio allows real-time image capture from various devices (mi-
croscope or camera), has the ability to pre-process bitmap images (rotate, crop, 
change brightness, gamma, contrast). Altami Studio provides the ability to generate 
analysis reports in a user-friendly format [7]. The authors have developed algorithmic 
software for a specialized software package that implements the use of clustering 
methods for processing metallographic images [8]. 

It should be noted that there is no universal mathematical apparatus that allows you 
to create a common formalized approach to the construction of systems for analyzing 
metallographic images. Therefore, a systematic approach is needed to solve practical 
problems of image processing, and the development of interactive tools to automate 
the process of obtaining quantitative information in metallographic studies. Existing 
software systems for solving problems of processing and analysis of metallographic 
images use various methods of cluster analysis. The principle of the K-means method 
is to build k clusters located at the greatest distances from each other. The number of 
required clusters is specified manually by the user [9]. The EM algorithm searches for 
clusters based on hidden characteristics that the algorithm determines based on known 
data about each object. The main disadvantage of the algorithm can be called prob-
able quasi-optimal solutions for its work [10]. The C-means method is a modification 
of K-means, but taking into account fuzzy clustering, i.e. objects are not strictly be-
long to any cluster, but have a certain value of belonging to each cluster [11]. Koho-
nen neural networks are a two-layer neural network in which the neurons of the out-
put layer are cluster elements corresponding to the number of clusters into which the 
given objects are divided. One of the drawbacks of the method is the need to pre-tune 
and train the neural network [12]. 

4 The method of "overlaying the grid" in image processing 

To solve the set tasks, the authors analyzed the characteristics of metallographic im-
ages, identified the problems of their processing during process automation, associ-
ated with the need to analyze a large number of pixels in the presence of actual and 
process noise in the images. The authors propose a method and an algorithm for ex-
tracting image regions using cluster analysis [13] and grids, which will make it possi-
ble to abandon the processing of each image pixel. 

Image analysis showed the redundancy of information on the image associated, for 
example, with the presence of the background on which the structure elements are 
located. The essence of the proposal is to reduce the amount of information analyzed, 
to use a grid of specified dimensions, which is superimposed on the image, and to 



analyze the image directly by grid pixels. The grid is built on the basis of the grid 
dimension entered by the user, which can be changed to ensure the best fit to the size 
of the elements selected in the image. Thus, the accuracy of determining the size of 
objects is regulated. 

The next processing step is the selection of the desired points (pixels) in the image 
using a binarization algorithm. The binarization method implemented in this paper 
consists in comparing pixels in the RGB color model. Each pixel of the grid and the 
corresponding pixel on the image with a user-specified tolerance are compared. As a 
result of binarization, selected image pixels are obtained for further analysis.  

Pseudocode of the proposed algorithm: 

if (grid.R >= image.R – sens && grid.R <= image.R + sens) 
if (grid.R >= image.R – sens && grid.R <= image.R + sens) 
if (grid.R >= image.R – sens && grid.R <= image.R + sens) 
return true; 

where grid.R, grid.G, grid.B – a specified color in RGB format, image.R, image.G, 
image.B – RGB image color, sens – tolerance color parameters. 

The algorithm was tested on a set of test color and grayscale images. To illustrate 
the operation, the result of the image binarization of the submicrocrystalline titanium 
BT 1-0 structure, obtained using transmission electron microscopy [14] and a color 
image obtained using an optical microscope is shown in Fig. 1. The search was 
performed according to the color of the object and the background color, with the use 
of the different grids sizes. An HSL color scheme has been added to analyze the 
image in grayscale. Each pixel was converted to HSL using standard formulas. Image 
analysis was performed within the grid. 

The results of the algorithm are obtained in the form of data arrays: 
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where k – the number of separate objects in the image; ii yx ,  – screen coordinates of 

the grid pixel; LSHBGR iiiii ,,,,,  – RGB and HSL data for this pixel. 

A simple contour can be constructed by connecting the “extreme” points of the 
grid superimposed on an object with the help of line segments. Analysis of the results 
of applying the algorithm on a set of test images showed that the amount of informa-
tion processed is reduced by 4 – 25 times. This depends on the parameters of the ele-
ments in the image under study.  

An important problem is the study of the effect of grid size on the quality of image 
processing and the exclusion of small elements of the original image. It is proposed to 
take the initial grid cell size no more than 5/5/ yx dd  , where 

yx dd ,  – the dimen-

sions of the minimum picture element along the respective axes are. At this stage of 
work, the user for the whole image sets the grid size. The planned direction of the 
improvement of the algorithm is the splitting of the original image into separate 
zones. 
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Fig. 1. Selection of areas on the image using the “grid overlay” method with search by object 
color (a) and background color (b) 

The resulting image points on the grid were used for the subsequent cluster-
ing algorithm. The algorithm was developed on the basis of the following require-
ments: the method should automatically determine the number of clusters based on 



the data provided; each analysis method must give the same result with the same input 
data. To find the clusters, you need to specify the value of the Euclidean distance 

)(dist  between the points inside the cluster. In this way, we can isolate the desired 

regions with different values of dist  to control the results of cluster allocation. The 
use of the grid in the considered algorithm allows us to significantly speed up the 
process of extracting the desired image elements. 

The next task of analyzing the selected image elements associated with obtaining 
quantitative characteristics is to determine their orientation relative to the horizontal 
axis. To do this, build a segment, the extreme points of which will be the most distant 
grid points 

21, pp  in the cluster, then the angle of the selected image areas is deter-

mined. To determine the length, the square of the Euclidean distance 
2
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2 )..()..( pypypxpxd   is used, which optimizes the execution time of the 

analysis. The result of applying the algorithm analyzing the test image is shown in 
Fig. 2. 

The next step to identify the elements in the image is to find the contour of each se-
lected separate area. The problem of finding the convex contour of a set of points is 
well known and studied in detail. To solve it, there are many algorithms with different 
efficiency. The quick hull algorithm uses the idea of quick sort. The complexity of 
this algorithm in the average case is ( log( ))O N N , where n is the number of start-

ing points [15, 16]. Another well-known algorithm is Graham's three-step algorithm 
[17]. In the case of its implementation using quick sort, we obtain the total complexity 
of the algorithm ( log( ))O N N . This also applies to the multi-step Jarvis algorithm 

[18]. The Divide-and-Conquer algorithm is a popular method for solving problems in 
computer science, it consists in dividing a problem into several parts, recursively 
looking for solutions in each of them and further integrating solutions to these prob-
lems into a common, complex solution. The obvious advantage of this approach is the 
possibility of paralleling the search for solutions to each individual task. A feature of 
the algorithm is that the algorithm for constructing contours itself can be performed 
using other, more optimal algorithms, with small volumes of initial points [19].  

To solve the problem, an algorithm for constructing a concave contour was used. 
The idea of the algorithm is to first calculate the convex contour using any known 
algorithm, and then turn the convex contour into a concave [20]. The requirements for 
the algorithm are as follows: the algorithm must be stable; should be able to handle 
any set of points in size; the method should ensure the continuity of the contours, the 
absence of intersections between the contours and ensure that all points of the cluster 
fall into the selected contour. The speed of the algorithm of this part of the overall 
process is less important, given the basic tasks. In addition, from the user's point of 
view, the algorithm should be easy to use, allow control of the image processing 
process, the user is not required to enter a large number of additional parameters. 
A concave contour of a set of points can be defined as a shape that minimizes the area 
of a figure bounded by a contour, but allows any angle between adjacent edges of the 
contour.  
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Fig. 2. Determination of clusters and the angle of inclination of the cluster to the horizontal axis 

at  70dist (a), 10dist ( b), 2dist (c) 



In most cases, there is no need to find the minimum area, as this can distort the figure. 
In our implementation of the concave contour method, we need a contour that defines 
and describes the general shape of a set of points. It is necessary that the contour is 
sufficiently smooth and show as much detail as possible. 

The developed algorithm for calculating the concave contour first calculates the 
convex contour. The algorithm used in this case for calculating convex contours is the 
Divide and Conquer algorithm. Then the convex contour opens iteratively to create a 
concave contour. The first step of the concave contour construction algorithm is to 
add all the edges of the convex contour to the list, where they are sorted by length. 
Then the longest edge in the list is selected and removed. 

The next step is to search through all the points that are most suitable for choosing 
the best candidate for adding a new part of the contour between the endpoints of the 
remote edge. The search criteria for points is that the largest angle from the new point 
to the end points of the old contour must be less than the cosine of the user-entered 
angle between the new edges (concavity coefficient K). This ensures that the point is 
not outside the contour. After each iteration, a check is made to see if the new edges 
of the contour intersect with the existing edges. 

In the case of K = 1, we obtain an actually convex contour, the constant K = 0 
gives a concave smooth contour, and the constant K = -1 gives a broken concave 
contour (Fig. 3). The ability to select the angle between new edges and a region-
defined grid size to search for new points is an opportunity for the user to balance 
between a smoother or sharper contour. 

5 Conclusion 

The analysis of the possibilities and shortcomings of existing medical image process-
ing methods showed that in order to reduce the complexity of processing, it is neces-
sary to automate the entire sequence of analysis steps with expanding the process 
control capabilities at each stage and using methods to reduce the amount of informa-
tion processed. 

An algorithm for identifying image element search areas and an algorithm for 
forming the boundaries of found clusters with concave sections with simultaneous 
application of the grid overlay method to reduce the amount of information processed 
was proposed and implemented. 

The object-oriented software that automates the stages of image processing is de-
veloped. The final result of the analysis is the areas highlighted in the image with 
concave contours and certain quantitative characteristics of their form. 

The application of the grid overlay method made it possible to abandon the proc-
essing of each pixel of the image and reduce the processing time of the original data. 
The analysis of the results of the algorithm on the test image of the submicrocrystal-
line structure of titanium BT 1-0 showed that, depending on the problem being 
solved, it is possible to reduce the amount of information processed by 4-25 times. 
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Fig. 3. Examples of the construction of a convex contour (a), a smooth concave contour (b), a 
broken concave contour (c) 

The prospects for further research are to test the proposed methods and algorithms 
on a wider set of applied problems, to study the dependence of the accuracy of work-
ing methods on the type of image. 
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