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Abstract. The article is devoted to the problems of the analysis of the regularity 
of changes in the intensity of telecommunications traffic for the different peri-
ods of time. A visual analysis of statistics on the intensity of traffic in different 
countries is conducted during the day, month, year, and five years. With the use 
of nonparametric criteria (chi-square, Mann-Whitney, Kruskall –Wallis), a 
pairwise and general comparison of data was conducted to identify their com-
mon trends. In addition, with the use of statistical methods of time series proc-
essing, data are analyzed for a month and five years. By constructing an auto-
regression model of the time series, according to observation data, during the 
month a periodicity of a series with a seasonal lag has been proved. Thus, the 
existence of a clear periodicity in daily data has been proved and the frequency 
of the year is shown. The obtained results can be used to model the network pa-
rameters taking into account the predicted traffic. 
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1 Introduction 

The present time can be characterized by the rapid growth of traffic volumes of com-
puter networks. Such a trend is due to the rapid development of such computer tech-
nologies as a cloud computing, a cloud storage, "streaming" services for movies, mu-
sic or games. However, this growth is not a new one for the Internet providers, ac-
cording to available statistics, the volume of traffic over the past 10 years has in-
creased 8-10 times [1], and the number of people connected to the Internet as a per-
centage increased from 23% to 55% [2, 3]. All this leads the Internet providers to 
solve the obvious task of increasing and upgrading the existing computer networks 

The primary task when modernizing a computer network is to analyze network 
traffic, namely its structure and volume [4]. That is why this article is devoted to the 



analysis of computer network traffic, the detection and description of its laws for a 
certain time. 

Based on the abovementioned, it is obvious that computer traffic has been repeat-
edly investigated and formalized using different methods and approaches [5, 6]. From 
the point of view of network modernization, the most worthwhile attention are the 
following: 

-  fractal (self-similar) analysis of network properties [7, 8]; 
-  analysis of the source-destination streams of network traffic (Origin-

Destination flows) [9] 
It should be noted that these methods come to a similar conclusion that computer 

traffic has the clearly expressed fractal properties that are especially evident in the 
large time intervals such as weeks, months.  

Therefore, the purpose of this work is to analyze the amount of traffic from differ-
ent networks for different periods of time. It is necessary to find regularities in the 
time series and to prove the statistical significance of these hypotheses. 

The persistent properties of web traffic allow you to build simulation models for 
forecasting network parameters [10, 11], to model server status and load on commu-
nication channels [12 - 15]. 

An important factor for maintaining the adequacy of the model is the input data 
for modeling. Special attention should be paid to the quantitative estimates of the 
volume of traffic, its marginal (maximum and minimum) and the average value for a 
certain period of time. 

2 Materials of the research 

An important component of today's computer networks is the collection of statistical 
data; however, if the specific indicators of Internet service providers in most cases are 
closed information, then the information collected on the Internet hubs is open for 
analysis and observation. The first objective of this study is to analyze international 
traffic on similarity and self-similarity. That is, you should show the similarity of 
network traffic for some time, as well as demonstrate the independence of the picture 
of the network dynamics from the specific location of the computer network, and its 
size. 

To accomplish this, we turned to the hubs of such cities in Europe and America as: 
Frankfurt, Hamburg, Amsterdam, New York. Also, in order to show the relevance of 
the revealed properties in Ukraine, the relevant statistics collected in Ukraine will be 
provided. 

We analyze the daily load on the network in different countries, that is, with a sig-
nificantly different average traffic volume. It is necessary to analyze the hypothesis 
about a certain regularity of the change in the volume of traffic during the day and its 
independence from the mean value, which shows the independence of the properties 
of the operation of computer networks from their geographical location. 

Below there is a statistics for network traffic in Germany, Ukraine, and America. 
All graphs are depicted in the form of a diagram with two axes, the X axis depicts a 
certain period of time (hours, days, weeks), along the Y axis - the amount of data 
transmitted at the specified time.  



Figure 1 shows the web traffic of one of the largest European hubs in Frankfurt 
[16]. You can see the clearly expressed daily traffic regularity for two days, namely 
its growth in the so-called "peak hours" (around 8 P.M.), and the decline in traffic at 
night (around 4 A.M.). 

 

 

Fig. 1. Two-day web hub traffic in Frankfurt city 

Figure 2 depicts web traffic for the same time period in New York [17]. Here you 
can observe the similar properties, as in the Frankfurt hub. However, additionally 
there is a peak load at about 12 o’clock. 

 

 

Fig. 2. Two-day web hub traffic in New York City 

To illustrate a similar picture in Ukraine, Figure 3 shows the generalized web traf-
fic collected from all hubs of Ukrainian cities [18]. Here the peak charge is centered 
between 8 P.M. and 9 P.M., and the minimum is between 4 A.M. and A.M. 

Although the resource UA-IX allows seeing the statistics only for the current time, 
the similarity of Web traffic in Ukraine with all the above-mentioned is evident. 



 
Fig. 3. Daily web traffic in Ukraine 

We saw a visual similarity, but noticed some differences. It should be proved that 
the law is essential, and the differences are random. To revise this hypothesis, it is 
necessary to compare several graphs, that is, several types of distribution of the ran-
dom variable of the intensity of traffic for a certain hour. 

All Internet hubs that were selected vary not only in geographic distance, but also 
in traffic volumes. We can conditionally split these hubs into large, medium and small 
ones. Therefore, the hub in Frankfurt is the largest, with peak loads in several tera-
bytes of information. The Hub of New York City is a mid-day sized and has a peak 
load of 250-300 gigabytes of data. Ukraine is depicted not by specific cities, but by 
the total volume of data in the country; therefore, hubs of Ukraine can be considered 
small, since the total volume of the country does not exceed the amount of data 
transmitted in New York City, that is, 400 gigabytes in peak hours. 

Consider the task of analyzing the similarity of computer network traffic over a 
period of time. This study aims to demonstrate the similarity of computer traffic over 
a significant period of time, which in turn allows the use of simulation to predict the 
state of the computer network with a high probability. 

To simulate the behavior of a computer network with the use of simulation mod-
els, it is important to use predictable traffic [19]. Therefore, it is necessary to prove 
that the trends indicated in the preliminary data (Fig. 1-3) are stored for a long time. 
Using the information gathered in these Internet hubs, it can be shown that relative 
volatility of network traffic remains unchanged despite the apparent and continuous 
increase in network traffic. 

Figure 4 shows the network traffic of the city of Frankfurt during the month, it is 
possible to clearly indicate the storage of the above trends in this period of time. 

However, this schedule cannot demonstrate the growth of traffic volumes due to 
the modernization of computer networks. To do this, you need to use annual reports, 
or even longer periods of time. For example, the statistics of the city of Frankfurt for 
the year (Fig. 5) and over 5 years are shown below (Fig. 6). An annual graph shows 
traffic growth of about 0.5 terabytes. 

The best dynamics of growth can be seen in this figure. In just two years the 
amount of traffic has doubled from 2 terabytes to 4. 

Despite the volatile dynamics of computer traffic and its continuous-out growth, 
one can distinguish user's party behavior. 



 

Fig. 4. Monthly web traffic in Frankfurt 

 

 

Fig. 5. Annual Web Traffic in Frankfurt 

 

 

Fig. 6. Five-year web traffic in Frankfurt 



3 Results and discussions 

According to figures shown in Fig. 1-3, select a daily trend and reduce it to one linear 
graph (Figure 7). It can be seen that the graphs are similar to changes in volumes at 
certain parts of the time, but somewhat different. 
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Fig. 7. Outgoing comparable graphs of intensity of traffic during the day 

To make the analysis invariant relative to the absolute value of traffic, we normal-
ize the output timelines, that is, let us give the average value of traffic to zero value 
(Fig. 8). It is seen that the second graph (data in New York) is slightly different. To 
compare the intensity distribution over the course of the day, use the non-parametric 
chi-square [21, 22] criterion, making three pairs of comparisons: 

(Ukraine-Frankfurt): chi-square = 2,019, df = 23, p = 1,000 
(Ukraine-New York): chi-square = 17,300, df = 23, p = 0.794 

(New York-Frankfurt): chi-square = 11.670, df = 23, p = 0.975. 
In the first comparison, the data coincide very well. The hypothesis of the ran-

domness of convergence is confirmed (the level of significance approximates to one).  
In the second case, the discrepancy is significant (p = 0,794), the error is about 21%. 
But the third comparison also gave a meaningful result (p = 0,975). 

Thus, under certain assumptions, we can conclude that the trend of changing the 
intensity of traffic for a long time is statistically significant. To predict the maximum 
load and simulate loading, you can use averaged traffic, but average values are calcu-
lated with the certain weights: the New York data graph should be considered with 
less weight, according to the value of the degree of confidence received. Averaged 
traffic (with output) is shown in Fig. 8. 

Since the chi-square criterion does not provide a confident answer to the incidence 
of discrepancies in relation to all three charts, we will apply another verification pro-
cedure. 
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Fig. 8. Normalized linear graphs of traffic intensity and averaged overnight traffic  

For a pairwise comparison of the three graphs, apply the Mann-on-Whitney crite-
rion for independent samples [21]. The comparison results are given in Table 1, 2. 
The indicated criteria are significant. 

Table 1. Results of the Mann-Whitney's Criteria for samples (Ukraine-New York) 

 
Sum 
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gr 1 
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Table 2. Results of the Mann-Whitney's Criteria for samples (Ukraine - Frankfurt) 
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585 591 285 -0,05 0,958 -0,051 0,958 24 24 0,959 

 
The results of the comparison of the samples (New York-Frankfurt) fully coincide 

with the results of Table 2, because the selected criterion is ranked, and the calculated 
ranges in these groups coincide, despite different values of the output data. 

As can be seen from the results of the estimates of the significance of the criterion, 
all comparisons are based on the randomness of the difference in groups: confidence 
level p = 0,942, and 2-sided exact p = 0,943; in the second comparison p = 0.958, and 
2-sided exact p = 0.959.  These values confirm the hypothesis of the significance of 
the difference. So, in the first comparison, the error is about 5.6%, in the other two 
about 4%. 



Now let's conduct simultaneous comparison of three samples with the help of the 
criterion of Kruskal-Wallis (Table 3). 

Table 3. Results of the Kruskal-Wallis criterion for three samples 

H ( 2, N= 72) = 0,008  p = 0,996 
Cod N Sum Ranks Mean Rank 

1 24 869,0000 36,20833 
2 24 877,0000 36,54167 
3 24 882,0000 36,75000 

 
The results of this test fully confirm the hypothesis of the incident of discrepan-

cies, level of trust is close to one (p = 0,996). 
Based on the entire above, one can conclude that the structure of web traffic is 

similar throughout the world, regardless of the geographical location of the computer 
network and the volume of web traffic. Thus, it can be used in constructing simulation 
models of computer networks, as inputs to achieve model adequacy and forecast accu-
racy. 

The next step in the study is to analyze the change in traffic over the course of a 
month. The graph of its change in accordance with Fig. 4 is shown in Fig. 9. 
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Fig. 9. Change the intensity of traffic for a month 

Output data form a stationary time series (under the condition of converting the 
normalization of values to normalized values) [23]. Frequency of changes is not in 
doubt.  Let us prove this by constructing the model of auto regression taking into 
account the seasonal component (Table 4) [24, 25]. A model with three parameters 
was selected: q - autoregressive parameter, Ps (1) and Ps (2) - seasonal parameters of 
auto regression. It is seen that the estimates of the parameters are very precise (the 
significance levels p are close to zero).  



Table 4. Estimation of parameters of autoregressive data model for five years 

Model (1,0,0)(2,0,0)  Seasonal lag: 24   MS Residual = 0,3041 
Param. Asimpt. - Std.error Asimpt. - t( 116) p 

p(1) 0,7932 0,0473 16,7417 0,0000 
Ps(1) 0,7400 0,0753 9,8263 0,0000 
Ps(2) 0,2361 0,0756 3,1202 0,0021 

 
Thus, the resulting model accurately describes the time series of observations. The 

periodicity of a series with a seasonal lag of 24 hours is confirmed.  
The randomness of the model errors is confirmed by the residue graph, which is 

close to the normal distribution, as illustrated by the normal probabilistic graph (Fig. 
10). It is seen that the remnants are not substantially deviating from the straight line, 
only some deviations in the upper part of the graph are observed. 
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Fig. 10. Normal probabilistic distribution graph of residues 

The frequency of the analyzed time series is also confirmed by the graph of the 
auto regression function. 

The third stage of the study is the analysis of traffic changes over the year based 
on the data presented in Fig. 5 (data on the maximum load was applied). A linear 
graph of data, forming a time series, is presented in Fig. 11. It should be noted that the 
data are presented from March to February of the year following the year. 

It is seen that the range is not stationary. For its analysis, a number of significant 
transformations should be carried out [26]. When applying the exponential smoothing 
of a range you can see the tendency of its change, which should pay attention to the 
months of maximum load. One can assume that there is an annual periodicity of traf-
fic changes.  It can be analyzed only on the basis of data for several years (Fig. 6). 
The time range of values of maximum loads in the network is shown in Fig. 12. 
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Fig. 11. Time range of traffic intensity throughout the year 
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Fig. 12. Time range of maximum traffic loads for five years 

The frequency of this range during the year visually expressed is not clear. In or-
der to check its periodicity, using the autocorrelation model, it is necessary to increase 
the number of stationary ones. To do this, the shift was applied to one lag (Figure 13). 

A model of auto regression with three parameters was selected (Table 5), here ad-
ditionally Qs is the seasonal parameter of the sliding average. It is seen that the pa-
rameters are estimated fairly accurately (the levels of significance are close to zero), 



the function of autocorrelation (Figure 14) also confirms the correctness of the model. 
The figure shows that for 15 logs the value of autocorrelation is random: both positive 
and negative values do not exceed the line of the permissible limit. One can conclude 
that the seasonal annual frequency is significant. That is, it is a pattern that the lowest 
traffic is observed in June and August, and the highest in February (this is evident 
from Figure 12).   
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Fig. 13. Converted time range of maximum traffic loads for five years 

 

Table 5. Estimation of parameters of autoregressive data model for five years 

Transform.: D (1) Model (0,1,1) (1,0,1) Seasonal lag: 24   MS Residual = 0,0662 
Param. Asimpt. - Std.error Asimpt. - t( 116) p 

q(1) 0,4865 0,0906 5,366837E+00 0,0000 
Ps(1) 0,9998 0,0000 2,734817E+19 0,0000 
Qs(1) 0,6742 0,1017 6,623994E+00 0,0000 

 
According to these same data one can investigate the trend of increasing traffic in-

tensity (Fig. 15). The trend was obtained by smoothing with the help of the weighted 
least squares method. 

The resulting trend can be used to predict the maximum load on the network for 
future years [27, 28]. At the same time, it should be made possible not to take into 
account the sharp changes in the trend associated with qualitative changes (for exam-
ple, due to the explosion of new technologies) in the field of telecommunications in 
the future. 
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Fig. 14. Autocorrelation function for auto regression model 
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Fig. 15. Trend increase traffic for five years 

4 Conclusion 

The task was to find and analyze the patterns in the on-load of computer networks by 
studying international traffic at different time intervals (day, month, year and five 
years). The following results are obtained: 

1) Analyzed the daily load of computer networks. Comparison of international 
traffic on similarity and self-similarity with the help of three statistical criteria is car-
ried out. It is concluded that the trend of changing the intensity of traffic over the 
course of the day is statistically significant. The daily periodicity is proved for a cer-



tain time and the hypothesis of the independence of the network dynamics from the 
specific location of the computer network and its size is confirmed. Consequently, we 
can conclude that the structure of web traffic is similar throughout the world, regard-
less of the geographical location of the computer network and the volume of traffic. 
Thus, you can use averaged traffic as input data when simulating the loading of com-
puter networks. 

2) Traffic data is analyzed within a month. Taking into account the considerable 
number of observations, methods of analysis of time series were used. By construct-
ing an auto-regression model of the time series, according to observations of observa-
tions during the month, the frequency of a series with a seasonal lag of 24 hours has 
been proved. 

3) Traffic data for the year is analyzed. By smoothing random data, a graph of in-
tensity changes was received, from which no periodicity was visually revealed. 

4) The observation of intensity of traffic for five years is analyzed. The seasonal 
annual frequency of traffic intensity was proved on the basis of an autoregressive 
model with three parameters. In addition, on the basis of five-year observations, a 
traffic growth trend has been obtained, which can be used to predict the maximum 
load in the future for years to come. 

Thus, the researches are characterized by a scientific novelty, which consists in the 
fact that the hypothesis of self-similarity, periodicity and the presence of a trend in the 
intensity of traffic of modern computer networks has been proved for the first time, 
which allows scientifically reasonably predict maximum network load at  its moderni-
zation. 

Further research is to be carried out in the direction of forecasting of the maximal 
load on the network and simulation of network parameters with consideration of pre-
dicted traffic. 
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