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Abstract. Although conversational agent technology has matured over time, 

there is still a need for research on how agents can appropriately add value to 

real-world technological learning environments. This paper presents an ongoing 

research effort towards the design of low-cost, reusable conversational agents 

that deliver unsolicited interventions during online chat-based activities. These 

interventions aim at helping learners sustain a productive peer dialogue in the 

context of online courses. We expect this work to enlighten researchers, 

conversational interface designers and bot developers on the potential of 

conversational agents in serving as automated facilitators of synchronous 

collaborative learning in MOOCs.  
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1 Background 

1.1 Conversational Agents 

Conversational interfaces are on the rise. Humans are increasingly communicating 

with computers in human terms, leveraging the power of natural language interactions 

[1]. This is accomplished by utilizing the advancements in conversational agent 

technology. A conversational agent, also known as a chatbot or virtual assistant, is a 

computer-based artificial entity developed to engage in a dialogue with one or more 

human users [2]. Based on their design, conversational agents may be available on 

websites, smartphones, or smart speakers and communicate with users via audio, text 

or other non-verbal methods, such as gestures.   

Given the recent advances in natural language understanding, conversational 

agents can now provide a new convenient way of interacting with users in a 

personalized and engaging manner. Considering that such agents can be effectively 

used to automate a series of tasks and processes, interesting new implementations of 

conversational agents have emerged in numerous scenarios and applications [3]. 

There are many success stories surrounding the usage of conversational agents, 

created to meet a wide variety of needs in many sectors, such as healthcare, finance, 

customer service, marketing, retail, human resources and tourism. Nevertheless, 

although the increased level of engagement and support provided by conversational 
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agents has been shown to hold tremendous potential for enterprises, the realization of 

such agents in the real-world educational environments has been limited. 

1.2 Agents Potential in Education 

In the field of technology-enhanced learning, research has indicated that using 

conversational agents to engage learners in one-to-one (student-agent) tutorial 

dialogues can improve students’ comprehension and foster students’ engagement and 

motivation [4]. Such agents try to simulate the behavior of a human instructor or tutor 

and engage in a discussion with a learner on a series of predefined topics.  

Although the main research interest of the past focused on the creation of agents 

operating in individual learning settings, researchers have also explored the design of 

conversational agents supporting collaborative learning activities [5]. Research in the 

field of Computer-Supported Collaborative Learning has revealed that unsolicited 

conversational agent interventions can intensify the knowledge exchange among 

learning partners and increase students’ explicit reasoning and participation levels [6]. 

Agent-based supportive mechanisms can positively impact the quality and conceptual 

depth of students’ conversations and, consequently, the learning outcomes [7].  

With the recent rise in focus on MOOCs and the positive impact of conversational 

agents in social learning settings, researchers have recently begun to explore the 

utilization of agent-based facilitation in the context of MOOCs [8]. It was found that 

conversational agents can increase students’ engagement, minimize dropout rates and 

leverage the support that students often provide to each other by themselves [9]. In 

large-scale learning scenarios, such as universities or massive open online courses 

(MOOCs), agents can be really useful for providing continuous learning support. 

Indeed, a conversational agent may be able to compensate for the insufficient 

individual support of instructors, which constitutes one of the key factors negatively 

affecting retention rates [10]. Overall, conversational agents supporting group 

activities appear to have a direct application in MOOCs.  

2 Conversational Agent Interventions in MOOC Chat Activities 

Under the prism of a research project, called “Integrating Conversational Agents and 

Learning Analytics in MOOCs (colMOOC)”, this section summarizes our work-in-

progress towards the design of a new generation of conversational intervention 

modes, which are domain-independent and provide collaborative learning support in 

the context of MOOCs. Considering the lack of guidelines as regards the proper 

design of conversational agent interventions that support learning in groups, we 

believe that this work can contribute to the understanding of how the facilitation of 

collaborating groups in MOOCs can be automated using conversational agents.  

The colMOOC project focuses on the creation of teacher-configurable, reusable 

agents that are primarily rule-based and have a low developmental cost [11]. More 

specifically, those agents are designed as intelligent tools that enhance the impact of 

the facilitation strategies employed by the teacher. The configuration of the agents can 
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be performed in a visual agent builder environment, called ‘editor’, by creating a 

series of conceptual links, such as the one displayed in Fig. 1 (for example, 

[computational thinking] [is not the same as] [algorithmic thinking]). Eventually, all 

the conceptual links created in the editor shape the agent domain model for a teacher-

defined task. A task typically asks learners to collaborate in dyads in the context of a 

chat-based MOOC activity in order to provide a joint response to an open-ended 

question defined by the teacher. 

 

Fig. 1. A conceptual link displayed in the colMOOC Editor 

The creation of those agile conversational agents is inspired by the work of the 

teachers’ community on modelling useful classroom discussion practices and norms, 

forming what is known as the framework of Academically Productive Talk (APT) 

[12]. Drawing upon this framework, these agents aim at delivering a series of 

interventions (or moves) as a means to trigger productive forms of peer dialogue and 

scaffold students’ learning, regardless of the educational domain (see Fig. 2).  

 

Fig. 2. An example of an agent intervention (red bubble) displayed in an online chat activity 

Considering that researchers universally value the explicit articulation of 

reasoning, as well as the existence of references and connections among items of 

articulated reasoning [13], this kind of agent interventions aims to help learners 

sustain a transactive form of dialogue. The latter is regarded as a highly productive 

form of peer dialogue, where students use one another as information resources and 

build on each other’s reasoning. While building such conversational intervention 

mechanisms for collaborative learning, attention is not given on thoroughly modelling 

each learner’s understanding by using complex knowledge structures for each 

different domain, but on identifying efficient techniques of modelling and triggering 

constructive peer interactions through fine-tuned agent interventions. 
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Conversational agent interventions emerge following the identification of an 

associated ‘pattern’. A pattern refers to an event or a combination of events, which 

take place in an online chat activity and may be of interest for the agent to detect and 

analyze as an opportunity for triggering an intervention. Usually, a pattern is regarded 

as a combination of something uttered by the human discussants along with some 

contextual information of what is going on in the chat environment. In the scope of 

the colMOOC project, patterns fall into one of the following categories: (a) static 

patterns, referring to one or more events that are independent of the dynamic 

evolvement of the peer interaction, and (b) dynamic patterns, referring to contextual 

events arising from the analysis of peer utterances and the identification of certain key 

concepts (keywords/phrases and their synonyms), set by the teacher when building 

the conceptual links, i.e. the agent domain ontology.  

Table 1 presents a list of agent intervention strategies arising from the detection of 

one or more static patterns. Such patterns do not require a real-time text analysis of 

the peer dialogue and may refer, for example, to MOOC platform events like entering 

a chat, disconnecting from a chat activity, completing an activity or submitting a task 

team answer. Those are predefined events that relate to the context of the chat activity 

but not to the agent domain model, i.e. the available conception links. 

Table 1. An overview of agent intervention strategies emerging from static patterns. 

Intervention Strategy Associated Pattern  Intervention Example 
Welcome 
Enhances group 

awareness 

A learner connects 

to the chat activity  

 
“Hello [Student Name]. We are waiting for 

another classmate to join. Please be patient!”  

Onboarding 
Contributes to the 

user onboarding 

process and serves as 

an “ice-breaking” 

tactic 

All learners are 

connected to the 

chat activity 

 “Now that you are both connected, we can 

start! In this activity, you are expected to 

provide a joined response to the task displayed 

at the top. Let’s begin our discussion by doing 

the introductions. My name is Maria and I am 

passionate about e-learning!” 
Disconnection 
Enhances group 

awareness 

A learner 

disconnects from the 

chat activity 

 “It appears that [Student Name] was 

disconnected from the activity. I will let you 

know as soon as he/she joins back.” 
Exit 
Enhances group 

awareness and 

suggests a solution to 

the user left alone  

A learner confirms 

that they would like 

to exit the chat 

activity 

 “Unfortunately, [Student Name] has just 

decided to exit the chat activity. You can 

continue working in the activity and submit the 

task answer on your own or restart the activity 

with another user.” 
Re-connection 
Enhances group 

awareness 

A disconnected 

learner re-enters the 

chat activity 

 “We are happy to have you back [Student 

Name]! Let’s continue our discussion in order 

to advance the task.” 
Task completion 
Enhances group 

awareness 

The group confirms 

the submission of 

the task team answer 

 
“Agent: Nice! Your team has successfully 

submitted an answer to the task!” 

 

Table 2 presents a list of agent intervention strategies that emerge from the 

identification of dynamic patterns, utilizing information that derives from both 
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conceptual links and predefined contextual chat events. These strategies emphasize 

the critical role of social interaction in inducing beneficial mental processes, drawing 

on the findings of previous CSCL studies that have already shown the benefits of 

displaying APT agent interventions during students’ synchronous collaboration [6][7].  

Table 2. Agent intervention strategies arising from dynamic patterns. 

Intervention Strategy Associated Pattern Intervention Example 
Suggestion 
Provides guidance and encourages 

students to introduce a domain 

concept into their discussion 

Three minutes following the 

chat activity initiation, no 

domain concepts have been 

mentioned  

“Just a friendly tip ;) In 

order to advance your 

discussion, you can try 

discussing [Concept]...” 

AddOn 
Prompts for further participation, 

encouraging students to explicate 

their thoughts on a key domain 

concept introduced by their partner  

A student introduces a 

domain concept into the 

dialogue and in the next 10 

seconds their partner remains 

silent (or provides a very 

short response, < 3 words)  

“[Student A], would you 

like to add something to 

what your partner 

[Student B] said about 

[Concept 1/2]?” 

Building on prior knowledge 
Encourages students to tie a 

contribution to another relevant 

concept of the agent domain model  

A domain concept is 

introduced into the 

discussion 

“Do you think [Concept 

1] is somehow related to 

[Concept 2]? How?” 

Verifying 
Encourages students to verify a 

relevant agent contribution, helping 

learners to engage more profitably 

in the conversation  

Both domain concepts of a 

conceptual link are 

introduced simultaneously 

into the discussion 

“Do you both agree with 

the following statement: 

[Concept 1 + 

Relationship + Concept 

2]? Why?” 
Ask for explanation 
Pushes for clear statements of 

claims and sound reasoning in 

backing up claims with evidence 

A student mentions a domain 

concept while the partner 

responds with a simple 

‘agree’ or ‘disagree’ 

”[Student B], why do you 

agree with what your 

partner said about 

[Concept 1/2]?”  

Agree-Disagree 
Encourages students to build on 

each other’s reasoning 

A student explains a concept 

while their partner remains 

silent (or provides a very 

short response, < 3 words)  

“[Student B], what do 

you think of what 

[Student A] said about 

[Concept 1/2]? Do you 

agree or disagree?” 
Reminder 
Encourages students to 

conceptually enrich their discussion 

by expanding their dialogue on new 

domain concepts 

The team decides to submit 

their task answer despite one 

or more concepts of the 

domain model have not been 

discussed yet 

“I would like to remind 

you that you could also to 

talk about [Concept 

1/2]...” 

3 Conclusions 

This paper provides an empirical foundation for automating conversational 

interventions in the context of small-group chat activities in MOOCs. The proposed 

facilitation strategies are operated by a teacher-configurable conversational agent, 

which adopts an event-driven approach and operates on the basis of specific patterns 

that serve as intervention opportunities. Without requiring a large development effort, 
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this kind of agent-based facilitation can enable MOOCs to provide valuable context-

responsive support during chat-based learning activities, scaffolding and improving 

the quality of peer discussions. Nevertheless, future experimentation is needed to fine-

tune the design of agents and create intervention mechanisms, which have 

considerable pedagogical value and are flexible enough to be used in different 

discussion contexts without requiring a lot of setup effort. We plan to conduct a series 

of studies to explore the use of the proposed agent intervention modes in MOOCs. 
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