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Abstract. Information systems record data while executing business
processes. This data can be analyzed, by process mining, to gain knowl-
edge about the business processes underlying the information systems.
Data recorded by the information systems is often personal data belong-
ing to individuals such as customers or process workers. Such data has
become a strong focus of recent regulations like the GDPR. These new
legal developments force organizations that process personal data to en-
sure a certain level of privacy. Unlike in other fields of data science, in
the field of process mining there are no existing solutions to guarantee
such privacy.

This research aims to provide such solutions that enable organizations to
do process mining while giving privacy guarantees to individuals, such as
employees, that contribute their data. In this work, we present privacy
challenges in the area of process mining and outline privacy guarantees
we aim to provide for process mining. We want to follow the design sci-
ence paradigm to achieve our goals. We describe our preliminary results,
an algorithm, called PRETSA, to sanitize event logs for privacy-aware
process discovery and show the next steps we want to take in our re-
search.
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1 Introduction

Information systems, like ERP or CRM systems, are used to execute business
processes. While doing so, these system record data. Process mining [22] allows
an organization to utilize this data to produce insights into the processes of
the organization. Data records of information systems are called event logs and
contain personal information of individuals involved in the underlying business
process, e.g. about process worker, and customers. Personal data is protected
by privacy legislation, such as the GDPR in the European Union, the Health
insurance Portability and Accountability Act [3] in the United States, or the
Personal Information Protection and Electronic Documents Act [17] in Canada.

Besides those legal requirements, there is also a motivation from a business
point of view to ensure privacy. Violations against privacy regulations can result
in expensive fines, up to 4% of the annual revenue of a company [10], and have
negative impact on the market value of a company [2]. Therefore, it makes sense



from a business point of view to invest in privacy-enhancing technologies to
minimize the risk for the business.

If an organization wants to ensure the protection of personal data, it may
strive for compliance, to certain privacy guarantees [26], e.g. k-anonymity [20] or
differential privacy [7]. Much research has aimed to providing such guarantees in
areas like machine learning or sequence mining. However, techniques to ensure
such guarantees do not yet exists for process mining. Since privacy-enhancing
technologies come with a utility loss [6], it is beneficiary to customize these
technologies for each application, to preserve as much utility as possible. For
this reason, we plan to develop techniques suited for process mining. We outline
our research plans in more detail later in this paper.

The remainder of the paper is structured as follows: In Section 2 we give an
overview about related lines of research and describe the existing privacy notions
we plan to build on. In Section 3 we explain in detail what research problems we
want to answer. Our research methodology is explained in Section 4. We outline
the results we already achieved so far and our short term plan in Section 5.

2 Related Work and Background

In the area of privacy, notions [26] such as k-anonymity [20] or differential pri-
vacy [7] are used to guarantee a certain level of privacy. These guarantees can
either limit the information an adversary can gain from an attack or bound
the chance of success that an attack will succeed. To achieve these goals, k-
anonymity, for example, gives a lower bound of entries in a data set that need to
have the same values for their identifying attributes. In this way, k-anonymity
limits the chance of relating one entry in a data set to a specific individual.
The approach of k-anonymity and its extending concepts, e.g. [-diversity [14]
or t-closeness [13], are used in the context of data publishing. The mentioned
extensions of k-anonymity provide additional protection against information re-
lease about so called sensitive attributes of an individual. Differential privacy, on
the other hand, guarantees an upper bound of privacy impact of a query, that is
evaluated on a data set. This goal is achieved by adding noise to the data. The
goal of differential privacy is to make it impossible to determine if the data of a
certain individual is part of the data set. Differential privacy was widely adapted
by industry, e.g., by Apple [21]. While k-anonymity and its enhancements are
constraints on the data set, differential privacy is usually a constraint applied
to a query that is evaluated over the data set [9]. A stronger privacy guarantee,
for either k-anonymity or differential privacy, usually comes with higher utility
loss [6], i.e., it lowers the ability to answer some analysis question based on the
data.

Recently, the problem of privacy in the context of process mining was dis-
cussed in [16] by Mannhardt et al. The paper introduced a framework that
explains challenges arising from the GDPR for the design of process mining sys-
tems. A major contribution of the paper was the discussion of the primary use
and the secondary use in the context of process mining. In the case of business
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processes, customers usually agree to the usage of their data e.g. for executing
the business process, but they usually never agreed to the secondary use of their
data, e.g., for process mining. However, the framework by Mannhardt et al. [16]
did not provide any techniques to ensure privacy for process mining. We plan to
fill that gap with our work.

A related concept to privacy is the concept of confidentiality. In [1], this con-
cept was described in the context of process mining. In [18], an approach based
on encryption to achieve confidentiality was introduced. However, no guarantee
for confidentiality was given. The concept of confidentiality also differs from pri-
vacy, since some information might be confidential but not relevant in terms of
privacy. An example are aggregated performance information about a business
process. Such performance information might be useful to a competitor and an
organization therefore might want to protect them. However, aggregated infor-
mation itself is usually not critical from a privacy point of view, as long as it not
possible to link such data to an individual. While confidentiality is a nice-to-have,
privacy is often a must due to legal regulations, like the GDPR [24]. However,
even if the goals of confidentiality and privacy differ, some future techniques in
both areas might also be applicable to the other area.

3 Research Aim

Process Mining
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Fig. 1. Approaches to ensure privacy in Process Mining

Our overall goal is to provide privacy guarantees for process mining by pre-
serving as much utility as possible. We think it is possible to provide the guaran-
tees in two approaches, as visualized in Figure 1. These two different approaches
can be described as follows:

Event Log Sanitization One way of ensuring privacy is by preprocessing an
event log in such a way, that the event log itself guarantees certain levels of
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privacy e.g. k-anonymity. As such, ideas from privacy-aware data publish-
ing [20] are adapted for event logs. We call the event log that is generated
by this preprocessing step a sanitized event log. Such a sanitized event log
can be used as input data for existing process mining techniques. Event log
sanitization would also allow an organization to share its event log with an-
other organization, e.g,. a consulting firm, while at the same time being able
to provide privacy guarantees to the individuals involved in the process.

Privatized Process Mining Alternatively, it is possible to develop new pro-

cess mining techniques, that guarantee a certain level of privacy for the
generated process mining artifacts. This can for example be done, by using
queries on the event data that fulfill differential privacy. If an algorithm is
changed in a way that it only uses such queries, the resulting artifact of the
algorithm also guarantees differential privacy.

The two possible approaches come with specific advantages and disadvan-

tages that we list in Table 1.

Table 1. Comparison of approaches to ensure privacy in Process Mining

Event Log Sanitization Privatized Process Min-

ing
Is a privacy guarantees Yes Yes
provided for the process
mining artifact?
Is a privacy guarantees Yes No

provided for raw event
data?

Is it compatible with Yes
known Process Mining
techniques?

Can the event data be Yes
outsourced to another
party and privacy is still
guaranteed?

Will the utility be pre- Depends on technique

served?

Depends on the implemen-
tation/technique, could be a
completely new technique or
could enhance known tech-
niques

No

Depends on technique, but
we assume more utility as
can be preserved with event
log sanitization

How will the runtime of Runtime for additional pre- Depends on technique, but
process mining change? processing is necessary, this an increase in runtime for
might be necessary only each technique is quite likely
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We plan to develop unique techniques for each of the process mining sub
fields listed below, because we think it is necessary to tackle each sub field with
their own approaches to maintain as much utility as possible for each sub field.
Since each sub field has it own definition of utility we need different approaches
to achieve that goal.

Usually process mining is structured in the sub fields process discovery, con-
formance checking, and enhancement. In process discovery [5], models that de-
scribe the business process are automatically generated from the event data.
Sensitive information, like performance information, is also often part of the
input data and displayed in the resulting models. The information about each
instance of a process itself is also related to one specific individual and is there-
fore sensitive information. These examples clearly show that it is necessary to
ensure privacy in the context of process discovery, to protect such information.

In conformance checking the goal is to check if an event log complies to a
known process model. We think it is not useful to develop privacy techniques
for conformance checking, because the whole point of conformance checking is
to identify process instances that differ from the standard. Therefore it would
not be meaningful to hide unusual information.

For enhancement, the extraction of additional information from an event log,
we want to highlight the sub fields predictive process monitoring [15], i.e. the
construction of models to predict properties of running process instances, and
queue mining [19], the analysis of queueing effects in resource driven business
processes. For both fields, it is necessary to process events individually to give
an online prediction. Therefore, it would not be enough to just sanitize an event
log. Instead, it must also be sanitize to privatize individual events. Hence, the
requirements to meet by any sanitization technique are different from those
imposed by process discovery.

4 Research Approach

Our approach to develop solutions for the problem space mentioned above will
be based on the methodology of design science [25]. This means that we will
build prototypes of our proposed solutions and then evaluate these prototypes
in an experimental setup. In these experiments, we will evaluate our approaches
on real-world event logs to show applicability and usefulness, and on synthetic
data to study scalability and sensitivity of our techniques.

To complement our experimental evaluations, we plan to conduct case stud-
ies with organizations to test our developed solutions in practice. Case studies
would allow us to assess, if our solutions are feasible in a real-world setting. We
would also be able to examine, if we solved the most pressing privacy issues of
our industry partners. Therefore, these case studies might lead to directions for
further research.

Finally we want our techniques to be available for others to use. We plan to
make our implementations available as open source code. Additionally, we plan
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to integrate our approaches into existing process mining solutions, like ProM [23]
or Apromore [11] and provide event log sanitization as a service on a website.

5 Preliminary Results

In this section, we introduce our results achieved so far and the tasks we are
currently working on.

5.1 Providing k-Anonymity and t-Closeness for Process Discovery

Our first contribution is an algorithm that provides a privacy guarantee for
process discovery, called PRETSA [8]. It provides k-anonymity and t-closeness
guarantees, by a sanitization of an event log. Our algorithm works on a prefix-
tree based representation of the event log and modifies the prefix-tree until the
privacy constrain is fulfilled. The resulting event log can be used to generate an
annotated process model, e.g., a model with performance information. We aimed
to preserve as much utility as possible for process discovery with PRETSA.
Based on experiments with the inductive miner [12] on three real-world event
logs we showed that PRETSA preserves more utility than a baseline. We even
can provide an event log with reasonable utility for settings in which a baseline
fails to provide any sanitized event log.

As mentioned earlier it is desirable to conducts a case study to test our
approaches. We already reached out to two organizations to check if they would
be interested to test PRETSA in a case study.

We made our PRETSA implementation available as a stand-alone python
program on Github! under the MIT licence. Next, we plan to integrate it in a
process mining solution.

5.2 Providing Differential Privacy for Process Discovery

We started working on a mechanism to provide (e,0)-differential privacy for pro-
cess discovery. We plan to provide these guarantees for a query that returns the
directly follows relationships of an event log, since directly follows relations are
widely used by process discovery techniques. Our research aims to build a spe-
cialized noise function for such queries that provides noise with low utility loss
for process discovery.

5.3 Predictive Process Monitoring

Predictive process monitoring is a sub field of process mining that aims to predict
future outcomes of ongoing cases, like the remaining time of the case or the next
event. This field is an applies machine learning to achieve it goals. In the field of
machine learning various work to achieve privacy guarantees exists [4] provides

! https://github.com/samadeusfp/PRETSA
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an broad overview about privacy issues and their solution in the area of machine
learning.

Moreover, our current work considers privacy and confidentiality issues in
the area of predictive process monitoring. We plan to provide an overview about
these issues and set them in context with issues and solutions for privacy and
confidentiality in the context of machine learning in general.

6 Conclusion

In this work, we explained the importance of privacy guarantees for the field
of process mining. We outlined related lines of research and our own research
plans to achieve such privacy guarantees for process discovery, predictive process
monitoring, and queue mining. We explained that we will conduct this research
based on the design science methodology. Our preliminary results include an
algorithm, PRETSA, ensure k-anonymity and t-closeness for process discovery
by preprocessing an event log. We also gave an overview about our current work
and future plans.
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