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Abstract. This paper introduces an Xception-GRU model for Image-
CLEF 2019 Medical Domain Visual Question Answering (VQA-Med)
Task. First, we enhance the images and remove extraneous words from
the questions and convert the questions to vectors. Then, we employ pre-
trained Xception model to extract image features and use GRU model
to encode the questions. To generate the output, we combine these t-
wo models with the attention mechanism. Our Xception-GRU model
achieves the accuracy score of 0.21 and BLEU score of 0.393.
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1 Introduction

With the extensive application of deep learning in Computer Vision (CV)
and Natural Language Processing (NLP), the powerful feature learning ability
of deep learning greatly promotes the research in CV and NLP. Various deep
networks represented by Convolutional Neural Network (CNN) emerge endlessly
in CV, which can learn image features end-to-end without relying on the features
of manual design. Through feature extraction layer by layer, CNN combines
images from simple edges, corners, and other low-level features into higher-level
features layer by layer. CNN’s powerful feature extraction ability makes it more
efficient to extract and compress image information. Recurrent Neural Network
(RNN) model also shows its power in the field of NLP, especially in speech
recognition, machine translation, language model and text generation. Visual
Question Answer (VQA) consists of CV and NLP content, which inputs an
image and an arbitrary form of natural language question about the image,
and finally outputs a natural language answer. Medical VQA can help doctors
improve their confidence in diagnosis and help patients better understand their
conditions through the automatic system. In this paper, we propose an Xception-
GRU model for ImageCLEF Medical Visual Question Answering (Med-VQA)
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2019 Task [2] [7]. The model takes an image and a question as an input and
outputs the answer to this question based on features combined both image and
question features with an attention mechanism.

The rest of this paper is structured as follows. The next section will provide
a brief overview of the work involved. The dataset provided in the rang of the
VQA-Med challenge is described in Section 3. The deep learning networks that
we proposed for VQA in the medical domain is presented in Section 4. The
submitted runs is described in Section 5. Finally, Section 6 is the summary of
the paper.

2 Related Work

Because VQA involves the two domains of CV and NLP, a natural VQA
solution is to combine CNN and RNN, which have been very successful in CV
and NLP, respectively, to construct a combination model. The VQA model,
which is composed of deep CNN and LSTM network structure, is a relatively
good model in visual question answering. Among them, some of the superior
VQA models are introduced below.

Deeper LSTM Q + norm I model [1]. This model is proposed by Aish-
warya Agrawal et al. In which, “I” refers to the extracted image features, and
“norm I” refers to L2 normalization of image semantic information vector (1024
dimension) extracted by CNN. CNN extracts image semantic information and
LSTM extracts text semantic information contained in the problem, and then
the two information are fused so that the model can learn the meaning of the
problem. Finally, the answer output is generated in a multi-layer MLP with
Softmax as the output layer.

VIS+LSTM model [11]. This model is proposed by Mengye Ren et al. The
basic structure of the model is to extract image information with CNN at first,
and then connect LSTM to generate prediction results.

Neural-Image-QA model [9]. This model is proposed by Mateusz Mali-
nowski et al. Based on CNN and LSTM, a model with length-variable prediction
result is designed. In this model, visual question answering task is regarded as
an auxiliary sequence to sequence task combined with image information.

mQA model [5]. This model is proposed by Gao H et al. In their paper,
the understanding of visual question and answer task is that this model needs to
give an answer to the question of the free form of an image, and the answer can
be a sentence, a phrase or a word. The mQA model consists of four sub-modules,
the first module encodes natural statements into a dense word vector feature by
a LSTM network, i.e., extracts the information contained in the problem, called
the problem LSTM network; The second module extracts image features from a
deep CNN; The third module is another different LSTM network, which is used
to code the characteristic information of the current word and some previous
words in the answer, called the answer LSTM network; The last module fuses
the information generated by the previous three models to predict the next word
to be generated in the answer.



Most of the work discussed in this section cannot be directly applied to the
VQA-Med for two reasons. The first one is obvious, this task mainly focuses on
the medical domain, which gives this problem its unique set of challenges. As for
the other one, it is related to how the sentences of the answers are constructed in
VQA-Med, which is different from existing VQA datasets, such as DAtaset for
QUestion Answering on Realworld images (DAQUAR) [8], Visual7W [14], Visual
Madlibs [13], COCO-QA [11], Freestyle Multilingual Image Question Answering
dataset (FM-IQA) [5], Visual Question Answering (VQA) [1], etc.

3 Dataset Description

This dataset of ImageCLEF 2019 VQA-Med [2] differs from previous data
sets in that it divides the problems into four categories based on modality, plane,
organ system, and abnormality. The purpose is to generate a more focused set
of problems for the evaluation of the results. The dataset contains 12,792 QA
pairs, 3,200 medical images for training sets, and 2,000 QA pairs, 500 medical
images for validation sets, and 500 medical images with 500 questions for test
sets. Fig.1 shows an example of a medical image and the associated question
and answer from the training set of VQA-Med 2019 dataset. Table 1 lists the
statistics of VQA-Med 2019 dataset.

Fig. 1. An example of a medical image and the associated question and answer from
the training set of ImageCLEF 2019 VQA-Med.

Examples of these four categories are shown below:

1. Modality, e.g. What kind of image is this? Was IV contrast given to the
patient?

2. Plane, e.g. What plane is the image acquired in? In what plane is this image
oriented?



3. Organ System, e.g. What organ system is primarily present in this image?
What organ system is shown in this CT scan?

4. Abnormality, e.g. What is abnormal in the CT scan? What abnormality is
seen in the image?

Table 1. Statistics of VQA-Med 2019 dataset.

Training Validation Test

Images 3200 500 500
Questions 12792 2000 500
Answers 12792 2000 —

4 The Xception-GRU Model

Although at present the research in the VQA field has made some achieve-
ments, there’s still a challenging problem that the overall accuracy of the answer
by using existing models to realize the visual question and answer the problem
is not high. The existing VQA models are relatively simple in structure, the
content and form of answers are relatively simple, and more priori knowledge
is needed for slightly complex problems, so simple reasoning cannot make cor-
rect answers. The reason is that, in addition to the image information of CNN,
the knowledge source of LSTM in the learning process is only focused on the
training question and answer pairs, with simple knowledge structure and lack
of information. After comparing the characteristics of each pre-training CNN
model, we propose the following model for our participation in VQA-Med 2019.

4.1 The Main Model

The model we proposed is as Fig.2:

Fig. 2. The architecture of Xception-GRU module



We use Xception [4] to extract image features and GRU to extract question
features. Since the number of image features is much larger than question fea-
tures, the question features should be repeated to make the number of the two
features equal, and then an attention mechanism [12] is added before fusion.

4.2 Image Representation

In recent years, many CNN models have been proposed, such as AlexNet,
VGGNet, Inception, Xception, ResNet, etc. In this paper, we use Xception to
extract image features. Xception was proposed by Francois Chollet, author of
Keras, in 2017. It is another improvement of Inception-v3 proposed by Google
after Inception. The advantage of Xception is that it can improve the efficiency of
network, as well as in the case of a number of equal participation. On large data
sets, the effect is better than Inception-v3. This also provides another idea of
“lightweight”: increasing network efficiency and performance as much as possible
in the case of given hardware resources, which can also be understood as making
full use of hardware resources. The architecture of Xception is shown in Fig.3.

Fig. 3. The architecture of Xception module

First, the image goes through a convolution kernel of 1*1, the function of
1*1 convolution is to reduce dimension, and because each convolution kernel
convolves only with the corresponding channel, the network uses separate con-
volution kernels. Finally, the features of each channel are joined together. The
benefit about this method is that we get features that are independent of each
other, without too much redundancy.

4.3 Question Representation

Gated Recurrent Unit(GRU) [3] was proposed by Cho van Merrienboer, Bah-
danau and Bengio in 2014. By introducing the concept of gate, the calculation



method of hidden state in the cyclic neural network is modified, which includes
reset gate, update gate, candidate hidden state and hidden state. GRU is one
gate less than LSTM. We can think of the GRU as an optimization or variation
of the LSTM. Resetting the gate helps capture short-term dependencies in the
time series. Update gates help capture long-term dependencies in time series,
but the experimental results are quite similar:

Fig. 4. illustration of (a) LSTM and (b) gated recurrent units. (a) i, f and o are the
input, forgetand output gates, respectively. c and c̃ denote the memory cell and the
new memory cell content. (b) r and z are the reset and update gates, and h and h̃ are
the activation and the candidate activation.

When we train a GRU network, the input of the output layer is:

yit = W0h.

The output is:
yot = σ(yit).

The loss function at a certain moment is:

Et =
1

2
(yd − yot )

2.

In this part, we use the GRU model to extract the features of questions after
preprocessing them.

5 Evaluation and Results

Before running the evaluation metrics on the answers, the following prepro-
cessing are performed:

1. The capitals in each answer are converted to lowercases,
2. All punctuations are deleted and each answer is tokenized by single words.

The evaluation can be conducted based on the following metrics:



Accuracy (Strict) Accuracy is our most common evaluation indicator, and it
is easy to understand. For a given test dataset, the number of correct samples
in the test task is divided by the number of all samples. Generally speaking, the
higher the accuracy, the better the classifier.

BLEU How to measure the similarity between the generated statement and
the reference statement is an important issue. In 2002, Kishore Papineni et al
proposed a classic measure standard BiLingual Evaluation Understudy (BLEU)
[10]. BLEU is an auxiliary method to evaluate the quality of Bilingual trans-
lation. This method is simple, short, fast and easy to understand. Because the
effect is reasonable, it has been widely migrated to various assessment tasks
of natural language processing. It is used to determine how similar machine-
translated sentences are to human-translated sentences. BLEU calculates the
ratio of similarity between two sentences by counting the frequency of words
appearing together, using the n-gram matching rule. BLEU evaluations are fast
and close to human ratings. So the performance of a VQA model can be judged
with the BLEU score. The higher the score, the better performance of a VQA
model.

Three experiments are conducted to evaluate our model. The parameters are
set as follows, the size of dictionary is 1000, the length of sequences is 9, the
hidden size of GRU is 128, and the batch size of training is 256. We set the
epoch to 54.

The experiments are described as follows.

1. In the first experiment, we run our proposed model (Xception-GRU) without
date enhancement.

2. In the second experiment, we use Bi-LSTM instead of GRU to extract text
features. Obviously, bidirectional LSTM is less effective than GRU.

3. In the last experiment, we run our proposed model (Xception-GRU) with
date enhancement, the rest of the architecture stays the same.

The following table shows the results obtained on the test set:

Table 2. Results of our proposed model on Test set.

Model Accuracy BLEU

Xception + GRU without enhancement 0.21 0.393
Xception + Bi-LSTM without enhancement 0.2 0.31

Xception + GRU with enhancement 0.178 0.27

As shown in Table 2, our proposed Xception-GRU model without data en-
hancement achieves good results in term of BLEU metric (0.393) and accuracy
(0.21). When we try Bi-LSTM model [6] to extract question features and Xcep-
tion to extract image features without data enhancement, the effect is reduced a



little. Then we remain Xception-GRU architecture, and introduce data enhance-
ment, the effect is reduced a lot. The reason is that due to the high performance
of Xception model and the depth of feature extraction, it is easy to overfit.
Therefore, Xception without image enhancement produces better results, while
with image enhancement produces worse results.

In this regard, we still need to make some improvements on the mechanism
to prevent overfitting. However, since there are no medical imaging professionals
who can provide suggestions for the improvement of our process, the results may
differ from the actual situation.

6 Conclusion

In this paper, we present our contribution to the visual question answering
task in the field of medicine in view of the very meaningful but challenging
VQAMed Task of ImageCLEF 2019. Our Xception-GRU model achieves the
accuracy score of 0.21 and BLEU score of 0.393.

Our future work will focus on making the answers more readable and accu-
rate. We consider that there is an essential semantic gap between the regional
visual features and the source of the problem text representation. Due to the
great success of the attention-based model in VQA task [12], we want to work
on features, namely how to extract visual information more effectively and ap-
ply the attention mechanism better. We will improve our visual model by using
attention feature enhancement techniques to further make regional semantic rep-
resentations more relevant to the problem. Our future work also includes training
on multiple data sets, improving model performance, etc.
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