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Abstract. Tuberculosis (TB) is an air-borne disease, whictecf the lungs and often
spreads through sputum. According to the reportaofrld Health Organization 9 million
people world-wide are affected with TB. Tuberculasas be cured easily when diagnosed in
its early stage and with accurate CT Analysis. A®fiort to form a technical forum for ef-
fective analysis and diagnosis, ImageCLEF releéised uberculosis 2019 tasks, each dealing
with one aspect of understanding and tackling tkeae. We have taken up one sub-task that
aims at assessing the severity of the tubercutltisesase as low or high. The task is imple-
mented using a deep neural network approach usibgCbonvolutional Neural Network
(CNN) with appropriate preprocessing. The CT volumessagmented with the provided
masks and further pre-processed with the aid of2inealye, a python utility to obtain slices
of CT scans, prior to training the model. The best of the proposed CNN model resulted
with an accuracy of 0.607 and an AUC of 0.626. Ttteeved result is placed"dn the over-

all leaderboard of the ImageCLEF 2019 Tuberculosalenge for severity scoring

Keywords: Severity scoring; Lung tuberculosis; Pre-procesdinmg-mask;
CNN; AUC; Accuracy.

1 Introduction

Tuberculosis (TB) is an airborne disease that &ffte lungs. Often spread through
sputum, cough and infected droplets, it is quitdespread affecting about 9 million
world-wide. The treatment depends upon the dedgrédeaxction, i.e the severity [1].
The severity evaluation has been executed by miegliaatitioners via a diverse set
of devices including mycobacterial culture tesgyphl fluid and cerebrospinal fluid
analysis, lesion patterns obtained from radioldgivages of lungs besides individ-
ualistic factors such as the patient’s age, prieatment etc. Computed Tomography
(CT) is widely used for analysis of the lesion pats. Besides being prone to errors,
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a manual approach can prove to be costly, botaring of capital and time. A com-
puterized method, on the other hand upholds tirfieieicy and precision. In this
paper, a Convolutional Neural Network (CNN) apptoar severity scoring of lung
tuberculosis based on CT scans is discussed wstlitse This work is a subtask of
the tuberculosis tasks of ImageCLEF 2019 [2, 8]sMmwork establishes a standard
scale against which evaluation of the CT in subpact be done for determining the
severity.

The sections span across following: Section 1 givesef introduction about the
importance of this problem and the necessity td fime severity of tuberculosis.
Section 2 gives a glimpse of the dataset and hasvdpread across the two classes
and Section 2.1 details about the data preproaggsiocedures. Section 3 explains
the proposed model using convolutional neural ngtwdgth the parameters chosen
for analysis. In Section 4, the results of variowss are discussed. Finally, Section 5
concludes this paperwork and looks into the futierigspects for further improvisa-
tion of the proposed model.

2 Dataset

In this edition of ImageCLEF 2019 TB tasks, theadat contains 335 chest CT
scans of TB patients along with a set of clinicaljevant metadata, where data of
218 patients are used for training and 117 foirtgstor all patients, 3D CT images
are stored in the compressed NIFTI (Neuroimagirfgrinatics Technology Initia-
tive) file format with a slice size of 512x512 pliseand the number of slices varies
from 50 to 400 for each patient. This file formabres raw voxel intensities in
Hounsfield Units (HU) as well the corresponding geanetadata like image dimen-
sions, voxel size in physical units, slice thiclsestc. The selected metadata in-
cludes the following binary measures: disabiliglapse, symptoms of TB, comor-
bidity, bacillary, drug resistance, higher eduaatiex-prisoner, alcoholic, smoking
and severity score ranges from 1 to 5 assigneddwical doctors. To treat this task
as a binary classification problem, the severityras are grouped as high severity
with scores 1, 2 and 3, and low severity with ssateand 5. Moreover, for all pa-
tients automatic extracted masks of the lungs ereigied. In Table 1, the number of
patients of each severity class in the trainingaset the number of patients in test
set is given [2].

Table 1. Severity scoring dataset — Patient wise — Traiming Test set

Severity type Training Testing
Low 118

High 100 117
Total patients 218

From the given dataset, sample images of type “begterity” class and “low se-
verity” class is shown in Figurednd 2.



Fig. 1.“High Severity” Patient ID 196 Slice 66

Left-CT Scan of Lung from dataset, Middle-Correspgogdmask of the lung, Right- Masked
image.

Fig. 2.“Low Severity” Patient ID 181 Slice 65

Left-CT Scan of Lung from dataset, Middle-Corresgogdmask of the lung, Right- Masked
image.

2.1 Data Preprocessing

The dataset for the TB tasks are given in compdeSHETI (Neuroimaging Infor-
matics Technology Initiative) format. Initially, effile is decompressed and the slic-
es were extracted using med2image, a Python utility each Nifti image we obtain
a certain number of slices ranging from 50 to 488jimages. The lung masks pro-
vided by the organizers are used, to avoid potectiafusion resulting from identi-
fication of similar structures resembling lungsother parts of CT images. The next
step involves masking the images. The given maskg@nverted to grayscale for-
mat and each pixel is checked individually; if fhigel is not black it is converted to
white. In this way, a final mask is created, wiikgbs of two values such as black
(0) or white (255). Now the original scan of theduis converted to grayscale and
each pixel of it is multiplied with the correspondipixel in the created final mask
using bitwise and operation. Thus, the lungs agemsmted from the original scans
[4]. On the other hand, not all slices necessardgtain relevant information that
can be useful to identify severity of TB. For tl@re reason, it is essential to filter



slices to preserve only those that can be inforreasind contain relevant infor-
mation. Upon visual inspection, slices ranging estw55 and 85 are used and other
slices were eliminated from further processing. Bliees being ordered, the 31
most informative usually fall at the center of ti®. The workflow of the pre-
processing stages is given in Figure 3.

CT scans in Decompressing ~ Extracting
NIFTI files slices
(.ni1.gz)
— Filtering
31 slices/CT . =
) important <
scan per ices
patient Huces

Fig. 3. General flow of the preprocessing stage

3 Methodology

Convolutional Neural network takes an image astinpasses it through a series of
convolutional layers, nonlinear activation layepgoling (downsampling) and a
fully connected layer to output the classificatlabels. It differs from normal neural
network in two aspects: atleast one convolutioagtt and filters. The model for TB
severity scoring is created using 2-D convolutionaiiral network using software
libraries Keras [5] with Tensorflow [6] for backend’he 3D images of the procured
CT scans are sliced and converted to 2D imagebldnpteprocessing stage. The
network is designed with three 2D convolution layeectified linear unit (ReLU)
activation function and each convolution layerdaled the max pooling layer. The-
se led to a complete layer structure which is coteteto 1000 outputs with weight
by the dense layer with RelLU activation. Finallge$e activations run through a
softmax layer, which output a tensor of size 2, éach category. Binary cross-
entropy is used as loss function with Adam and RMBRs optimizers. The model
files are built for different runs by varying thggder parameters of the base model.
The corresponding CNN design structure is showfrigure 4. In each layer the
values are mentioned from the model summary ofrandor more clarity.



3030x16

26x26x32

13x13x32 IxOx64

2Dconvolution layer Maxpoling layer

4xdxxbd 1x1024

Flatten layer

Probability of

-&E each class
.

Ix1000  Ix2

Dense layer
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4 Experiments and Result

The CNN model is trained by varying the hyperpar@nsesuch anumber of filters
epochsand optimizes. The runs had a filter size of &% with batch size 32 ar
loss type ashinary cross entrop The difference in the accuracy lisought by
changing the epoch value and the optins such as Adam arRMSPro}. The dif-
ferentruns of CNN model by varying the hyperparameteggiven in Tabl2.

Table 2.Different runs of the CNN mod+ Varying hyperparamete

Hyperparameters Run 1 Run 2 Run 3 Run ¢

No. of convolutiona | 3 3 3 3

layers

No. of filters in eact | 16x32x64 16x32x64 64x32%x32 64x32x16
layer

Size of each filter 64%64 64%64 64%64 664
Pooling function max max max max
Activation functions | relu, softmax | relu, softmax relu, softmaixrelu, softma
Batch size 32 32 32 32




Number of epochs

15

20

15

15

Loss type binary cross | binary cross | binary cross | binary cross
entropy entropy entropy entropy
Optimizer RMSProp Adam RMSProp RMSProj
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Fig. 5. Visualization of 3 convolution lays and max pooling

The intermediate visualization convoluation layers and max pooling is shc
in Figure 5, for Runl, Patient ID 181 and slice bem65

The result of submitted four runs are listed in [€d, for training, validation ani
test dataset with necessary parameln testing, 31 slices pgratient is considere
as similar to training and validation, for all 1patients. The probability of hic
severity for each patient is calculated from therage of “probability of high” of al
31 slices of the specific patient. For example, dlass pobability of patient ID 7°
in testing, for slice number 60 is represente[0.1.]. Here, “0.” is the probability o
having low severity and “1.” is the probability baving high severity. We find tt



probability of having high severity for each of Slices of the patient and then com-
puted the average of it. The average probabilithigh severity for patient ID 77 in
each run is given in Table 4.

The test dataset results are evaluated using tviacsi@amely accuracy and Area
Under ROC Curve (AUC) and ranking is carried oubamthe participated teams.

Table 3. Results of different runs — Training, Validatiordahesting

Run Training Validation Training | Validation | AUC Accuracy
No. accuracy | accuracy loss loss

1 0.8314 0.8011 0.3698 0.4223 0.5446 0.5299
2 0.8491 0.8390 0.3378 0.3496 0.6067 0.5726
3 0.8840 0.8434 0.2869 0.3132 0.6264 0.6068
4 0.8754 0.8103 0.2979 0.4284 0.6133 0.5385

Table 4. Test run of Patient Id: 77 with its probabilityose of high severity

Test Run Probability score of high severity
Run 1 0.67741935
Run 2 0.80645161
Run 3 0.83870968
Run 4 0.86362070

For better visualization, the same information lstted and shown as graphs in
Figures 6 and 7 using Tableau Tool. In Figure 6, uhlue of evaluation metrics for
test set is given for all four runs. From the graipls clearly visible that run 3 has
higher AUC and accuracy than remaining runs. Irufggg, the accuracy for train-
ing, validation and testing dataset are given fofoar runs. From the graph, it is
clearly visible that run 3 has higher value in tak cases. In addition, run 4 has
higher training and validation accuracy, but thst teccuracy is low than run 2,
might have occurred due to the chosen filter sfzzach layer.
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In the ImageCLEF 2019 Tuberculosis-Severity scodnftask, 4 runs are sub-
mitted and the best run of our team is ranked ®thvierall among the teams partici-
pated is given in Table 5 [3].

Table 5.Top 10 rankings of ImageCLEF 2019 Tuberculosis -€8gvscoring task

Team name AUC Accuracy No. of runs
Rank submitted
1 UlIP_BioMed 0.788 0.718 2
2 SergeKo 0.775 0.718 2
3 KirillB 0.770 0.692 10
4 CompElecEngCU 0.763 0.658 2
5 agentili 0.721 0.684 9
6 yashindc(Organizer) 0.720 0.641 6
7 UniversityAlicante 0.701 0.701 10
8 MostaganemFSEI 0.651 0.615 10
9 Kavitha 0.626 0.607 4
10 Shopon 0.611 0.615 2

When the results of all runs are sorted by desogndilated to AUC for SVR
subtask, we have obtained™?31% 35" and 4% rank for the four runs submitted by
our team [2, 7].

5 Conclusion and Future Work

In this paper, analysis of severity scoring (SVE)task for lung tuberculosis using
2D Convolutional Neural Network is implemented. Ttlassification results ob-
tained for the given set 3D CT Images are submitte@valuation. In our approach,
preprocessing of the dataset has been carries manivert the images into 2D slic-
es, and the images are split into training anddadibn set. The proposed model is
built using CNN, trained and validated using tunthg@ hyperparameters for four
different runs. From the runs submitted, the primam is ranked 9 place among
the team participations.



CNN is a preferred approach, since it facilitatetomatic detection of the low
level and high level features, from large trainofetaset. However, a large dataset
might prove disadvantageous in terms of memorynduthe training phase. This
can be overcome by the use of a GPU and choositimalphyperparameters. In
future, the proposed model can be improvised byidening all the slices of the CT
images, to build the train model using GPU andsi@mlearning approach.
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