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Abstract. This article describes the contribution of the Natural Language 
Processing Lab of CIC-IPN, Mexico in task bots and gender profiling at PAN-19 
evaluation lab. The escalation in the use of social media facilities and 
proliferation in the fame of online social media websites such as Twitter, 
Facebook, LinkedIn, etc. directed to the growth of unwanted social bots as 
automatic social performers. Performers like this can perform numerous nasty 
acts comprising human discussions inflators, cheaters, stock market exploiters 
and so on. The risk is even higher when the motive is a political party. Moreover, 
bots are generally related to spreading fake news. So, it is essential to deal with 
the classification of social-bots from an author profiling point of view from the 
perspective of the marketing field, security, and forensics. We cannot deny the 
importance of bots on social media. Due to the high influence of bots, it is 
necessary to uncover the possible threats of social media bots. The goal of the 
article is to detect (A) if the author of a Tweet is a bot or a human, (B) if human, 
identify the gender of that particular author. We participated in the English 
language only. In the proposed approach, we used a well-known bag of words 
model with different preprocessing actions (stemming, stop words removal, 
lowercase, etc.). On provided development corpora, we got 87.12 (accuracy) on 
task A (binary class) by using Logistic Regression and 68.99 on task B (multi-
class) by using Decision Tree classifier. In the evaluation phase on TIRA, we 
obtained 86.29 accuracy for task A and 68.37 for task B. 

 1   Introduction 

An automated or social-bot is a program populating in social media websites that 
habitually interact with a human, trying to imitate and modify the behavior of 
individuals or creates fake content. 

Bots on social media act like humans to affect users with a business, electoral or, 
political point of views. For instance, bots can work artificially to exaggerate the 
reputation of a product by writing positive ratings or/and supporting and can also 
damage the reputation of products in the competition via negative reviews. The hazard 



is much higher when the intention is electoral. Be afraid of the impact of this effect; the 
political groups of Germany prohibited the utilization of bots in election movements 
for the general elections. Additionally, bots are connected to the spread of fake news; 
they can spread rumors [1]. In US media, it was broadly stated that public discussions 
impacted throughout the US 2016 presidential campaign because of false news 
reporting on social media. [2]. 

There can be good intentions behind the design of bots. Bots can perform good 
actions like updates of news and blog, which increase information distribution. They 
can be used to guard the privacy of members and perform duties faster than humans, 
such as asserting the news automatically, pushing the Wikipedia templates in a 
particular class to all pages and new updates [3], automatic distribution of a thank-you 
message to your new supporters. Bots can be useful such as simulated helpers for 
people like Siri  or helping customers by providing a user-friendly facility [4] for the 
chatbots such as Microsoft’s Tay and corporations, artificially intelligent bots. While 
conversely, bots can be proposed to perform nasty activities like (i) impact on stock 
markets: stock prices have been influenced by the bots. Investing choices are gradually 
being made by automatic trade systems that rapidly reply to the news on social media 
networks. (ii) Impact on economy: bots can damage the status of a firm or its products 
and lead to substantial economic loss. (iii) Cybercrime: researchers have determined 
how bots have got approach to private material, like cell numbers and addresses that 
can be utilized for cybercrime. 

So, the classification of social bots from an author profiling perception is vital from 
the marketing perspective, security, and forensics.  

The rest of the article is prepared as follows. In section 2, the existing work in the 
research community is described. In section 3, corpora provided by the PAN1 [21] 
organizers and task description are presented. In chapter 4, details of our purposed 
approach and experiments to evaluate the system are described. In section 5, results and 
analysis are stated. Section 6 concludes the paper.  

2  Related Work 

Many investigators are working on the identification and profiling of bots in social 
media. To identify spam-bots, graph-based, and content-based features utilized, follow 
network connectivity and, extracted from the posted tweets respectively [5]. [6] 
examined if a Twitter account belongs to a bot, cyborg, or human. In this scenario, a 
bot was stated as spammy or a violent automatic profile, while cyborg denotes to a 
human-assisted bot or bot-assisted human. [6] also defined that, bots are more of 
malevolent type, and the research did not specify more investigation of malicious and 
benign bots in Twitter.   

[7] formed honey-profiles on MySpace, Twitter, and Facebook to examine 
spambots. After a detailed analysis of the collected dataset, they recognized strange 
profiles who communicated the honey-profiles and created attributes for identifying 
spambots. Furthermore, 7-month research directed on Twitter by generating 60 social-
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honeypots that effort to trap spambots [8]. Twitter clients who message or follow more 
than two profiles of honeypot are instinctively supposed spambots. There is also 
research in the literature on spambot recognition due to social closeness [9] or social 
and content closeness [10]. It is defined in [11] who differentiated between bot 
accounts, managed accounts, and personal accounts of users on Twitter, according to 
time intervals of the tweet from the users. 

In [12] developed a program to check if a Twitter profile acts similar to a bot or a 
human. They utilized the group of bots and human profiles distinguished by [8] and 
composed their tweets and track network information. In the 2014 Indian election, 
different features like linguistic, network, and application-oriented used to differentiate 
bots and humans [13]. [14] considered a network of bots for the study that mutually 
tweet concerning the war in Syria during 2012. 

3   Corpora and Task Description 

Bots and gender profiling on Twitter shared task at PAN 2019 had two datasets for the 
English and Spanish languages. However, we participated in the English language only. 

3.1   Corpora 

PAN-2019 provided us 412,000 labeled tweets of English language to train and develop 
the systems. Training corpus consisted of 288,000 labeled tweets, and 124,000 labeled 
tweets for the development phase (according to the PAN’s suggested split of 70% for 
training and 30% for testing the models). The English training data set statistics are 
presented in Table 1, and statistics of development corpus are in Table 2. Different 
annotators manually labeled the corpora. More details can be found in overview papers 
[18, 22]. 

3.2   Description of the task 

Task (A): if the author of a Tweet is a bot or a human: it is a binary classification 
problem, where it is asked to predict if a specific piece of text (tweet) written by a 
human or bot. 

Task (B): if human, identify the gender of that particular author: It is multi-
class classification problem, it is required to identify bot or human (e.g., the author of 
the specific tweet is human or bot) and in case of human, recognize the gender of human 
either male or female. 
 

 



Table 1: English training corpus statistics. 

Training corpus 
 

Human 
Human total 144000 

Male 72000 
Female 72000 

Bot  144000 
Total instances  288000 

Table 2: English development corpus statistics. 

Development corpus 
 

Human 
Human total 62000 

Male 15200 
Female 46800 

Bot  62000 
Total instances  124000 

 

4   Description of our Approach 

In this chapter, we defined our submitted approach considering the features and 
machine learning models used for this shared task.  

 

4.1   Pre-processing 

 
The given corpus was not cleaned by the organizers; they offered the tweets as they 
were tweeted by the users. Here the explanation is retweets were not taken out and 
multilingual tweets can appear. We applied preprocessing on the raw text before the 
extraction of features. 
 
We performed the following steps: 
• Performed stemming by using snow ball stemmer2 
• Removed stop words 
• Lowercased the text 
• Punctuation marks were removed 
• Removed HTML tags 
• Converted the contracted forms into long forms, e.g., can’t ® cannot by using 

regular expressions 
• Kept only alphabets, removed the numbers 
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4.2    Features 

The pre-processed text was used to generate the features for the machine learning (ML) 
algorithms. We used well-known TF-IDF values with n-gram range 1-3. 

4.3    Machine learning algorithms 

In our system, we tried a range of different classifiers for both tasks A and B, but we 
decided to mention best performing classifiers on our training dataset. For binary 
classification problem (Task A), we used  Logistic Regression (LR), and for multi-class 
classification problem (Task B), we used Decision Tree (DT) classifier. For all classifiers, 
we used the available implementation in scikit-learn3. 

5 Results and Analysis 

We are presenting our TIRA [19] results for both shared tasks, i.e., task A and B for the 
English language only. We used the following conventions. In the first column, the 
term “Tasks” refers to the shared tasks in which we participated. The name “Classifiers” 
states different classifiers, which we used in this competition. The term “Accuracy” 
refers to the evaluation measure used in this competition. To evaluate the systems, the 
PAN organizers calculated the accuracy of bot vs human. In case of humans, they 
calculated the accuracy of identifying males vs. females. At the end, they averaged the 
accuracy values per language to obtain the final ranking of the competition4. 
   Table 3 is presenting the results on training corpora on TIRA platform. In the binary 
classification problem (human or bot), we got 97.94% accuracy by using LR classifier, 
which shows that the model is performing well on the binary classification task. On 
multi-class classification problem (in case of human, profile the gender), we achieved 
77.01% accuracy by using DT algorithm. 

Table 3: Results on training corpus. 

Tasks Classifiers Accuracy(%) 
Human/Bot (Task A) Logistic Regression 97.94 
Gender (Task B) Decision Tree 77.01 

Table 4: Results on development corpus-1. 

Tasks Classifiers Accuracy(%) 
Human/Bot (Task A) Logistic Regression 87.12 
Gender (Task B) Decision Tree 68.99 

Table 5: Results on development corpus-2. 

Tasks Classifiers Accuracy(%) 
Human/Bot (Task A) Logistic Regression 86.29 
Gender (Task B) Decision Tree 66.29 
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Figure 1:The trend of accuracies obtained for English language on training, 
development and testing corpora. 

 
Table 4 is showing the results on development corpus-1, which is provided by the PAN-
19 organizers to evaluate the model on TIRA settings. We got 87.12% and 68.99% 
accuracies on task A (binary) and task B (multi-class) respectively. Table 5 is providing 
the results on development corpus-2  (also provided by organizers) to evaluate the 
model. We acquired 86.29% and 66.29% accuracies on task A (binary) and task B 
(multi-class), respectively. In Figure 1, all results are reported including results in 
evaluation phase on TIRA. We achieved 86.29 accuracy for task A and 68.37 for task 
B. All reported results are for the English language. 

6 Conclusion and Future Work 

In the presented article, we explained our methodology to detect (A) if the author of a 
Tweet is a bot or a human, (B) if human, identify the gender of that particular author by 
using Twitter corpus. We participated in the English language only. We used TF and TF-
IDF values with n-gram range 1-3. The vectors are then used as features for classifiers 
like LR and DT. Our model is performing well in the binary classification task by using 
development corpora provided by the organizers of PAN-19. Evaluation phase shows that 
the classification system is effective and correct to classify spambots and profile the 
gender on Twitter. In future, we can consider embeddings with TF-IDF weighting [15] 
and learning of document embeddings [16]. We also plan to work with syntactic n-grams 
(n-grams obtained by trailing paths in syntactic dependency trees) [17]. 
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