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Abstract We describe the system developed for the Celebrity profiling shared
task of PAN 2019, capable of determining the gender, birthyear, occupation and
fame of celebrities given their tweets. Our approach is based on a Logistic regres-
sion classifier and simple n-gram features. The best performance is achieved on
the task of gender prediction, while predicting fame and occupation are slightly
harder for the system. The worst performance is unsurprisingly achieved on the
task of predicting birthyear, the hardest classification problem with seventy un-
balanced classes. The proposed system was 3rd in the global ranking of PAN
2019 Celebrity profiling shared task.

1 Introduction

Author profiling (AP) is a field that deals with learning about the demographics and
psychological characteristics of a person based on the text she or he produced. The
most common tasks from the field include gender, age and language variety prediction
but due to a large quantity of content available from social networks, the number of
tasks is growing rapidly.

Most AP research is centered around a series of scientific events and shared tasks
on digital text forensics, most popular being the series of scientific events and shared
tasks called PAN (Uncovering Plagiarism, Authorship, and Social Software Misuse)4.
The first PAN event took place in 2011 and the first AP shared task was organized
in 2013 [12]. One of the most commonly addressed tasks in PAN is the prediction
of an author’s gender, although previous shared tasks also included tasks such as age,
language variety and personality prediction [11,13]. This year, due to the availability of
a new celebrity corpus [18], the number of attributes to predict has increased, and the
task includes gender, age, fame and occupation prediction.
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This paper describes our approach to the Celebrity profiling shared task of PAN
2019 [19], which involves the construction of four classification models for four distinct
profiling traits on the celebrity corpus.

The rest of the paper is structured as follows: in Section 2 the findings from the
related work are presented. Section 3 describes the corpus and how it was preprocessed.
In Section 4 we present the feature engineering and classification methodology, while
Section 5 presents the results. After a short Discussion (Section 6), we conclude the
paper and present ideas for future work in Section 7.

2 Related Work

The first and most popular task addressed in the field of AP was gender prediction.
It became a mainstream research topic with the work by Koppel et al. [5], who con-
ducted experiments on a subset of the British National Corpus and found that women
have a more relational writing style and men have a more informational writing style.
While deep learning approaches have been recently prevailing in many natural language
processing and text mining tasks, the state-of-the-art research on gender classification
mostly relies on extensive feature engineering and traditional classifiers. For example,
the winners of the PAN 2017 competition [2] used a Support vector machine (SVM)
based system with simple features (word unigrams, bigrams and character three- to five-
grams). Second ranked team [6] used a Logistic regression classifier and a somewhat
more complicated combination of word, character and part-of-speech (POS) n-grams,
sentiment from emojis, and character flooding as features. In PAN 2016, the best gen-
der classification performance was achieved by [8], who employed a Logistic regression
classifer and used word unigrams, word bigrams and character tetragrams features.

PAN 2016 AP shared task also dealt with age classification. The winners in this
task [17] used a linear SVM model and employed a variety of features: word, character
and POS n-grams, capitalization (of words and sentences), punctuation (final and per
sentence), word and text length, vocabulary richness, hapax legomena, emoticons and
topic-related words. On the other hand, none of the previous PAN tasks included pre-
diction of fame and occupation. While we are not aware of any study which dealt with
the celebrity fame prediction, we acknowledge the research of [1], who among other
classification tasks also dealt with the prediction of text author’s occupation on Spanish
tweets. They evaluated several classification approaches (bag of terms, second order
attributes representation, convolutional neural network and an ensemble of n-grams at
word and character level) and showed that the highest performance can be achieved
with an ensemble of word and character n-grams.

3 Dataset Description and Preprocessing

The training set for the PAN 2019 Celebrity profiling shared task consists of English
tweets from 33,836 celebrities and contains labels for fame, gender, occupation and
birthyear (details of a dataset structure are presented in Table 1 and Figure 1). The
number of tweets per author is not constant and all classes are inbalanced. The label



Figure 1. Birthyear distribution in the celebrity corpus

with the most classes is birthyear with 70 distinct values, occupation has 8 classes,
while both fame and gender have 3 classes.

Table 1. Fame, gender and occupation distribution of the celebrity corpus

Fame Gender Occupation
superstar (7,116) male (24,221) sports (13,481)
star (25,230) female (9.683) performer (9,899)
rising (1,490) non-binary (32) creator (5,475)
/ / politics (2,835)
/ / science (818)
/ / professional (525)
/ / manager (768)
/ / religious (35)

First, tweets belonging to the same celebrity are concatenated and used as one doc-
ument in further processing. If an author has published more than 100 tweets, only first
100 tweets are used, since we believe this is a sufficient amount of content needed for
successful profiling of the author and since this procedure drastically decreases the time
and space complexity. After that, we employ three distinct preprocessing techniques on
the resulting documents, producing three levels of preprocessed texts, which are all used
in the feature engineering step:

– Cleaned level: replacing all hashtags, mentions and URLs with specific placehold-
ers #HASHTAG, @MENTION, HTTPURL, respectively.

– No punctuation level: removing punctuation from the cleaned level;
– No stopwords level: stopwords are removed from the no punctuation level.



4 Feature Construction and Classification Model

Due to findings from the related work (see Section 2), which suggest that reliance on
n-gram features and traditional classifiers is still the best approach for most author pro-
filing tasks, we opted for the simplification of the approach we used in the PAN 2017
AP shared task [6]. According to the winners of the PAN 2017 competition [2], adding
too sophisticated features negatively affects the performance of the author profiling
classification model, therefore our model only contains three different types of n-gram
features, which were normalized with the MinMaxScaler from the Scikit-learn library
[9]:

– word unigrams: calculated on lower-cased No stopwords level, TF-IDF weighting
(parameters: minimum document frequency = 10, maximum document frequency
= 80%);

– word bound character tetragrams: calculated on lower-cased Cleaned level, TF-
IDF weighting (parameters: minimum document frequency = 4, maximum docu-
ment frequency = 80%);

– suffix character tetragrams (the last four letters of every word that is at least four
characters long [14]): calculated on lower-cased Cleaned level, TF-IDF weighting
(parameters: minimum document frequency = 10%, maximum document frequency
= 80%).

We tested several classifiers from Scikit-learn [9]:

– Linear SVM
– SVM with RBF kernel
– Logistic regression
– Random forest
– Gradient boosting

An extensive grid search was performed in order to find the best hyper-parameter
configuration for all tested classifiers and the best performing classifier was a Logistic
regression with C=1e2 and fit_intercept= False parameters, same as in [6]. The Scikit-
learn FeatureUnion5 class was used to define prior weights for different types of features
we used. The weights were adjusted with the help of the following procedure already
described in [6]:

1. Initialize all feature weights to 1.0.
2. Iterate the list of features. For every feature repeat adding or subtracting 0.1 to the

weight until the accuracy on the validation set is improving. When the best weight
is found, move to the next feature on the list.

3. Repeat step 2 until the accuracy cannot be improved anymore.

The weights in our final Logistic regression model were the following:

– word unigrams and word bound character tetragrams: 0.8
– suffix character tetragrams: 0.4

5 http://scikit-learn.org/stable/modules/generated/sklearn.pipeline.FeatureUnion.html



Table 2. Results on the unofficial validation set in terms of cRank (column All) and F1-score (all
other columns)

Fame Gender Occupation Birthyear All
0.7837 0.9017 0.7578 0.0649 0.2092

5 Results

For the unofficial evaluation of our approach, the dataset was randomly split into train
(containing 30,000 celebrities) and validation (containing 3,836 celebrities) sets. A sep-
arate classification model was trained for each of the classes and we measured perfor-
mance of the model for each of the classes in terms of weighted F1-score. A measure
used for the overall evaluation was cRank, which is a harmonic mean of models perfor-
mance on each class, or formally:

cRank =
4

1
F1fame

+ 1
F1gender

+ 1
F1occupation

+ 1
F1birthyear

,

No lenience interval (as is the case in the official PAN 2019 Celebrity profiling
shared task evaluation) was used for the birthyear F1-score calculation, therefore pre-
diction was considered incorrect if the exact birthyear was not predicted. Results of the
experiments for selected, best performing setting described in Section 4 on the unoffi-
cial validation sets in terms of F1-score and cRank are presented in Table 2.

Best results were achieved for the gender prediction task (F1-score of 90.17%),
while the hardest attribute to predict was birthyear with an F1-score of only 6.46%.
This is not surprising, due to a hard problem of classifying into 70 distinct unbalanced
classes. Fame classification appears to be slightly easier for the classifier (F1-score of
78.37%) than the occupation prediction (F1-score of 75.78%) even though the occupa-
tion label has eight classes and fame only three. The overall cRank score is low (0.2092)
due to the bad performance of the classifier on the task of birthyear prediction.

On the two official test sets the results are very different then on our unofficial
validation sets (see table 3). F1-scores for fame, gender and occupation are about 30
percentage points lower on both official test sets, which suggests some serious over-
fitting. On the other hand, birthyear results on the two official test sets are about 30
percentage points better, most likely due to lenience interval used in the birthyear F1-
score calculation, which also positively affected the overall cRank score. All in all, we
ranked 3rd in the official TIRA [10] evaluation.

Table 3. Results on the two official test sets in terms of cRank (column All) and F1-score (all
other columns)

Fame Gender Occupation Birthyear All
Test dataset 1 0.517 0.580 0.449 0.361 0.462
Test dataset 2 0.507 0.594 0.486 0.347 0.465



6 Discussion

As in last years deep learning is gaining in popularity and achieving state-of-the-art
results in a large variety of tasks [16,20,3] and as the celebrity corpus size is relatively
large (compared to the PAN 2017 AP datasets), we also considered the neural transfer
learning approach BERT (Bidirectional Encoder Representations from Transformers),
proposed by [4]. Since the sequence length is limited to 512 characters, we decided to
split the text document presenting tweets of each celebrity into chunks equal or smaller
than 512 characters and used these chunks as training examples for the classifier. In
the prediction phase, the classifier predicted labels for all chunks and majority voting
was used to determine the final labels for the entire document. The initial experiments
for gender and fame prediction however showed that the BERT classifier is performing
much worse (achieving F1-scores of 83.33% and 72.11% for gender and fame, respec-
tively) than the presented Logistic regression classifier. Thus, based on our experiments,
we consider that traditional feature engineering techniques are still a better choice for
the author profiling on PAN datasets.

7 Conclusion and Future Work

In this paper we have presented our approach to the PAN 2019 Celebrity profiling task,
which deals with the prediction of fame, gender, occupation and birthyear for more than
30,000 celebrities. First, we present findings from the related work which suggest that a
traditional classification approach with extensive feature engineering presented in this
paper is still the preferred approach in the field of AP. We have tested several feature
combinations and classifiers and finally selected a Logistic regression classifier with
word unigram and character tetragram features, a system very similar to the one we
proposed for the PAN 2019 Author profiling task [7].

The Logistic regression classifier and its hyper-parameters were chosen with a grid
search but are identical to the study we conducted for the gender classification and
language variety shared task in PAN 2017 [6], despite the celebrity corpus being almost
ten times bigger than the PAN 2017 author profiling datasets. Because of the large
dataset size we also tested the neural transfer learning approach proposed by [4], BERT
(Bidirectional Encoder Representations from Transformers). The results were however
worse than when the presented Logistic regression classifier was used. Our final results
on the two official test sets are F1-scores of 51.7% for fame, 58.0% for gender, 44.9%
for occupation and 36.1% for birthyear prediction on the first test dataset, and F1-scores
of 50.7% for fame, 59.4% for gender, 48.6% for occupation and 34.7% for birthyear
prediction on the second test dataset.

For future work, we believe investigation of potential semantic knowledge’s effect
on learning, such as explored in [21,15], could also provide valuable insights into parts
of the feature space, relevant for learning. We also plan to evaluate the trained gen-
der classification model on other AP datasets with gender labels which do not contain
celebrities, in order to determine if the model is transferable.
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21. Škrlj, B., Kralj, J., Lavrač, N., Pollak, S.: Towards robust text classification with
semantics-aware recurrent neural architecture. Machine Learning and Knowledge
Extraction 1(2), 575–589 (2019), http://www.mdpi.com/2504-4990/1/2/34


