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Abstract Author profiling, a term used for analysing of text and identifying char-
acteristics of a person based on stylistic and content-based features. In this paper,
we describe the approach to detect bot and human (male or female) out of the
authors of tweets as a submission for Bots and Gender Profiling shared task at
PAN 2019. Our approach involves a combination of character and word n-grams
as features for each class and trained Support Vector Machine (SVM). Our exper-
iments show that this method gives good performance in detecting bot and gender
(male or female).

1 Introduction

Bots played a key role in generating large amounts of internet traffic in the recent years,
in fact they have become ubiquitos in the social media platforms like Twitter, Face-
book, etc [15]. Social media bots pose as human to influence users with commercial,
political or ideological purposes. For example, bots could artificially inflate the popu-
larity of a product by promoting it and/or writing positive ratings, as well as undermine
the reputation of competitive products through negative valuations . The threat is even
greater when the purpose is political or ideological [1]. Research shows that in 2016
U.S. Presidential Election, more than 1/5 of tweets on Twitter came from bot accounts
[4]. Furthermore, bots are commonly related to fake news spreading [7]. Therefore, bot
detection on social media, especially on Twitter has become an important research area
across the globe. This year’s shared task on bots and gender profiling at PAN 2019 [12],
aims to investigate whether the author of a Twitter feed is a bot or a human. Further-
more, in case of human, to profile the gender of the author in two different languages
English and Spanish.

Bot and gender classification is binary problem and with in the gender, male or
female classification is again a binary classification. In this paper, we present our ap-
proach in the final submitted software version at TIRA platform [2].
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2 Related Work

Word and character n-grams have been strong predictors of gender in author profiling[9].
For author profiling, it has been shown that tf-idf weighted n-gram features, both in
terms of characters and words, are very successful in capturing especially gender dis-
tinctions [14], [6]. Character and word grams have proven to obtain decent results in
gender classification on Twitter. In the paper [5] authors use word unigrams, bi-grams
and character 1-5 grams as features to feed into various training algorithms. Most of the
best performing teams in author profiling task at PAN have adopted similar approaches
to obtain good accuracies [3], [6]. In the past years shared tasks at PAN, traditional
machine learning training algorithm Support Vector Machine (SVM) has been used in
combinations of character and tf-idf word n-grams [13]. Even though there are two
different tasks here(one bot/gender and other male/female), can a model be built with
the same set of features that are used extensively for gender detection for bot/gender
detection as well ?

3 Dataset and Preprocessing

The dataset provided consists of a series tweets in the form of XML files, each one cor-
responding to an author, containing 100 tweets. Tweet text is in raw format, containing
links, mentions to other users and hashtags.
Two groups of dataset are provided.
English: 4,120 authors,
Spanish: 4,120 authors
Each XML file per author (Twitter user) with 100 tweets and authors were coded with
an alpha-numeric author-ID.

Most of the preprocessing is done with the of TweetTokenizer module of the Natural
Language Took Kit library. Approaches followed in preprocessing tweet text are similar
to commonly used techniques [8] and [6].

– Replacing line feed with <LineFeed>
– Tweet concatenation into one for a single author
– Replace URL with <URLURL>
– Removal of punctuations
– Trim repeated character sequences of length >= 3

4 Features

In author profiling task, PAN 2018, second best performing team [6] used different
combinations of word and character n-grams on tweet text. This has motivated us to
use the similar approach for the bot and gender detection task as well. Table 3 shows
character and word n-gram hyper parameters used which are obtained after different
experiments on both English and Spanish datasets.

TF-IDF matrix created out of character and word n-grams (term frequencey of less
than 2 omitted). Dimensionality reduction on this matrix is done using Singular Value



Table 1. n-Gram Hyper Parameters used for English and Spanish

Language/n-grams English Spanish
Character grams 3-4 3-4

Word grams 1-3 1-2

Decomposition (SVD) and library call truncateSVD from scikit learn was used. The re-
duced rank space contained only 200 features as optimal. Increasing in number of com-
ponets ( > 200 ) in the reduced rank space resulted in decreased accuracy and sometimes
resulted in memory error on 4GB RAM Tira virtual machine. Support Vector Machines
(SVM) has been proven to obtain decent results in author profiling [6], [9] . When
compared with other trainers SVMs proved to be more discriminatory. Therefore, the
implementation of linear SVM in the library scikit-python [10] was chosen as the clas-
sification method. In order to prevent overfitting, the value of C was fixed in 1.0, as
done in [15].

4.1 Experiments and Results

In order to validate the approach, the data for each language was split in 60% for training
and 40% for test (i.e 2472 documents for training and 1648 for testing). The experiments
are made from a subset, the classification in the final task will be made using all the
training data. We have tried different trainers NaiveBayesPredict, LogisticRegression
and LinearSVC. Model training is done using 10-fold cross validation as it has obtained
good results [6]. LinearSVC is choosen in the final version of the software as it has given
good results over the others. Results on test data (which is 40% of the original training
data) are shown in Table 2 for English dataset. In the final submission, model is trained

Trainer Used
CrossValidataion
Mean Accuracy

TestSet Accuracy

NaiveBayesPredict 66.69 58.37
Logistic Regression 92.39 90.23
LinearSVC 94.42 93.08

Table 2. Accuracy on English Test-set (40% of training data).

on the whole training set using SVM Classifier and tested on the official PAN 2019 test
set for the author profiling task, on the TIRA platform [11]. Results obtained on final
submission are shown in Table 3.



Table 3. Results obtained on Final Test Data Set

Language BOTS vs. HUMAN Gender Average
English 0.9371 0.8398 0.8884
Spanish 0.9061 0.7967 0.8514
Average 0.9216 0.8182 0.8699

5 Conclusion

The simple approach defined here and in the past [6] performs well when compared with
others, decently. Word unigram and bigrams have given good results and increasing
word n-gram size beyond 2 decreased the performance for both English and Spanish
datasets. This hyper parameter tuning was necessary. Initial submission of software
resulted in memory error due to more number of components in reduced rank space
( done using truncatedSVD ). However, increasing the number of components beyond
200 did not improve the performance. SVM still remains at the top for the bot/gender
detection task based on our experiments. As a future work, deep neural networks can be
considered, especially Convolutional Neural Networks (CNN) to obtain better results.
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