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Abstract. Spreading information through social media can be benefi-
cial in crisis situations as well as harmful for a person’s or company’s
reputation. Which and how information is spread depends on network
structures and individual behaviors. Simulation-based methods are suit-
able to systematically explore potential system behavior, its potentials,
and its risks. This paper introduces behavior mining from social media
to develop such simulations. It provides an integrated analysis workflow
and gives an overview of applicable methods for each process step.
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1 Introduction

Communication in social media plays a major role for crisis, risk, and reputa-
tion management. Crucial information as well as misinformation spreads rapidly
through online social networks which can be either beneficial (e.g., for crisis
management) or harmful (e.g., endangering reputation) [1, 23]. In fact, these
processes can lead to severe cascading effects in economy, politics, and other
domains [3, 25]. Consequently, understanding communication processes in social
media is crucial for making the right decisions in the event of a crisis.

Simulation-based methods are particularly suitable to systematically explore
potential system behavior which emerges from individual interactions between
media users [5]. The dynamics in social networks are highly dependent on net-
work structures and individual behaviors. Even for very simple behavioral pat-
terns, the overall result on the system level can become completely unpredictable
[11]. Therefore, it is necessary to use realistic user interconnections and commu-
nication patterns in social media simulation for obtaining meaningful results.
While there is a wealth of network analysis and computer linguistic approaches
to social media, less research has been conducted to infer patterns of actor be-
havior from social media data.

This contribution introduces behavior mining from social media data. Its goal
is to provide an overview of available methods and a workflow incorporating them
to develop simulations as a method for dynamic risk analysis in networked com-
munication. To that end, Section 2 further elaborates on systemic risks in social
media and Section 3 presents the process of behavior mining with a discussion
of available methods for each process step. Finally, Section 4 concludes on the
findings of this paper.
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2 Analyzing Systemic Risks in Social Media

In social media, users are interconnected in complex networks of friendship, ac-
quaintance, and general interest. Formally, these networks can be modeled as
graphs with media users as nodes and their connections as edges [27]. Commu-
nication takes place along these edges and becomes visible to nodes connected to
the active user. For instance, Twitter1 users can follow each other, resulting in all
followers of a specific user to get notified about that user’s activities. By reacting
to or forwarding messages, communication cascades through the network.

From the perspective of systemic risks, the effects of cascading communica-
tion can be either beneficial or hazardous. Consequently, existing work on social
media and risks focuses on the following two main lines of research.

1. Social media usage for risk management and crisis communication
2. Social media endangering reputation or spreading misinformation

As a means for risk management, social media provide communication infras-
tructures which allow for spreading information rapidly to those who are affected
by a crisis. Prime examples are disasters like earthquakes, epidemic diseases, or
plane crashes [26, 15]. In these instances, it is necessary to provide information
about the situation and advice for recommended action to those immediately
endangered, their relatives, as well as any helpers. In addition, planners and risk
managers need to listen to their audience and take account of their concerns in
crisis communication [28]. Thus, risk and crisis management requires channels
for multi-directional communication with large numbers of people.

Using social media has been proposed for providing information and mon-
itoring the situation in the event of a crisis [1]. To that end, researchers have
derived best practices for pre-event management, collaboration with the pub-
lic, and communication strategies from real-world examples of successful social
media usage in crisis situations [28]. To support these, sentiment analysis and
emotion detection techniques are available for monitoring public opinion and
adapting communication strategies accordingly [17, 15]. These techniques are
complemented with static analyses of the underlying network structures in so-
cial media to identify the most influential users who can serve as multipliers
for spreading information [10]. Information spreads throughout a network in a
process of so-called social contagion [20]. The most common approach to analyze
such a process is the SIR model which groups users into those being potentially
attentive to information (or: susceptible, S), those actively spreading the infor-
mation (or: infected, I), and those being already informed but no longer active
(or: recovered, R) [8]. Based on a given network structure, this model allows for
dynamic analyses of information flows in social media by means of simulation.
Moreover, such an approach facilitates optimizing communication policies by
identifying the best set of users to be informed first in the event of a crisis for
maximizing the reach of that information. This kind of influence maximization
has been applied to various fields including marketing and public health [16, 31].

1 https://twitter.com/
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Nevertheless, crisis communication using social media also bears risks in it-
self. Among other challenges, it is important to prevent rumors and the spreading
of misinformation which can lead to panic, to avoid information overload, and
to ensure that information cannot be abused for criminal purposes [30]. This
requires careful planning of whom to address with which information in what
way. Even outside crisis situations, these are challenges companies and individ-
uals face when utilizing social media for marketing, political communication, or
personal interests. While the speed of information diffusion can be beneficial, it
can also become harmful and potentially uncontrollable in case of rumors and
misinformation being spread (fake news) or in mass protests (storms of protest
or Twitterstorms) [2, 23]. These phenomena endanger a company’s or person’s
reputation and can even lead to severe systemic effects in economy and politics,
ranging from a loss of revenue to social upheaval [3, 25].

In order to understand the aforementioned phenomena, computer simulation
has been proposed as a method for dynamic analysis of network effects and in-
dividual behavior [5]. Such a simulation can be used to develop communication
strategies by anticipating potential reactions and their effects throughout a social
network. However, these reactions can hardly be captured by simplified contagion
models. When attempting to affect the content and flow of information, individ-
ual motivations and behavioral dispositions that drive communication must be
considered. Depending on the composition of these individual behaviors, sim-
ulated communication processes can vary drastically between negotiations of
differing opinion as well as pure protest and resentment [21]. Consequently, sim-
ulations for analyzing and addressing systemic risks in social media require rep-
resentations of communicative behavior to produce meaningful results. To that
end, the following section introduces behavior mining for extracting individual
communicative patterns from social media data as a foundation for simulation.

3 Behavior Mining from Social Media Communication

To generate realistic representations of communicative behavior, a method is re-
quired to identify and derive this kind of behavior from social media data. Indeed,
there are various approaches readily available to mine such data for different
purposes. In particular, event mining methods are popular for risk assessment
applications in which, e.g., social unrest is predicted [12]. These methods focus
on user groups, combinations of communicated contents, as well as communi-
cation frequencies that indicate the targeted activities. Additionally, particular
user groups are identified according to their influencing potential for customer
relationship management and marketing purposes [29]. This can be achieved by
clustering social graphs in which these groups occur as densely interconnected
users with similar interests. For both applications, geo-spatial clustering is used
to narrow down a particular area of events or marketing activities [4].

While event mining and geo-spatial clustering are highly relevant for risk
identification, the methods applied in that context are less useful for extracting
individual patterns of communication. A specific event or location influences the
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Feature
Extraction

Data
Preprocessing

User Clustering Behavior Extraction

Content-based Profiling Centroid-based Prototypical user
Metadata-based Outlier detection Density-based Inductive logic programming

Distribution-based Decision-tree learning
Hierarchical

Table 1. Behavior mining process (left to right) with methods for each process step.

topic of certain conversations, but that topic can be discussed in different ways,
depending on the behavioral patterns of participating users [21]. Therefore, an-
other approach is necessary. Such an approach to behavior mining must identify
particular groups of users with similar behaviors and then extract these behav-
iors as decision-making rules for actors in a simulation. However, in order to
achieve this, features to describe and discriminate behavioral patterns have to
be identified. This results in a behavior mining process consisting of the following
four consecutive steps and the associated methods shown in Table 1.

1. Feature Extraction: Identify properties of communication processes that
allow for distinguishing between different behavioral patterns.

2. Data Preprocessing: Prepare the available data for automated analysis of
user activities according to the identified features.

3. User Clustering: Group users according to similarities between their com-
municative behaviors using the extracted features.

4. Behavior Extraction: Identify prototypical behaviors for each identified
user group in the form of condition-action rules.

The following sections outline those tasks and discuss available methods for
each of these process steps in detail with respect to risk analysis in social media.

3.1 Feature Extraction

Features for characterizing user behavior can either be based on communica-
tion content or on metadata about the interaction process. The former includes
discourse topics and sentiment expressed throughout a conversation [17]. To ex-
tract these features from raw data, computer linguistic methods are required.
The most simple way to model topics in social media is using hashtags with
which users provide keywords for describing their contributions. Since not all
messages contain hashtags, they can be complemented with other distinctive
words. Their occurrence frequencies in different messages form a topic model
for a conversation [6]. On social media platforms like Twitter, more structured
arguments are rare [5]. Hence, subjects that attract an individual’s attention
and their opinion toward it suffice as content-based features in most cases.

While content-based features are important for analyzing different types of
discourses, a wide range of activity patterns can simply be observed in metadata-
based analyses. Social media metadata covers the activities of all observed users
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in an abstracted form. It includes the time a message is sent or published, its
sender, potential receivers based on the underlying social network graph, any
explicitly mentioned addressees (e.g., so-called @-mentions), as well as the type of
message (i.e., an original contribution, a reply to another message, or a forwarded
message) [7]. This data is readily available both through programming interfaces
of social media platforms and in existing data sets for social media analysis [5,
19]. From metadata, composite features like inter-activity times, activity type
frequencies, and activity type sequences can be derived. These specify patterns of
behavior which correspond to prototypical actor types and roles in social media.

3.2 Data Preprocessing

Before user behaviors can be extracted, social media data must be preprocessed.
Gathering data or using existing data sets results in a collection of single com-
munication events or a graph of interconnected events and users. The aforemen-
tioned features either describe the nature of individual events or they derive
statistics across several of them. Consequently, the data must be profiled to
bring the extracted features into a one line per user format. In that format, all
features are listed for the corresponding user who’s behavior they characterize.
This is a prerequisite for identifying similarities and differences between users
with respect to the extracted features of their communicative behavior.

However, there can be a wide range of user behaviors out of which some
might be incomparable to others. These can disturb further analyses because
they will not fit into any other group of behaviors. For instance, unusually small
inter-activity times are an indicator for either a corporate account or a social bot
[9]. While such accounts have the potential to crucially impact communication
in social media, it is impossible to sensibly fit a single instance of them into any
other user group. Hence, it is necessary to detect such outliers and exclude them
from the clustering step [14]. They can still be included again later as individual
single entity clusters to analyze their special impact.

3.3 User Clustering

User clustering groups social media users with common characteristics together
while distinguishing between groups that differ with respect to one or more
features. The resulting clusters reflect specific communicative roles which users
adopt or particular topics they are interested in. These aspects drive the commu-
nication process and have crucial impact on information diffusion. For example,
a user adopting the role of a producer will primarily introduce original content
that can start communication or steer the process into new directions. Con-
trastingly, communicators and networkers will add to the existing content and
primarily distribute information [13]. Hence, these user groups exhibit charac-
teristic behavior patterns by which they can be identified and distinguished.

To derive characteristic patterns from a data set, centroid-based clustering
is particularly suitable. This method groups data points around a prototypi-
cal instance representing common and distinguishing features of the group [18].
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Consequently, it allows for directly identifying typical behavioral patterns of,
e.g., a producer or a networker among the potentially wide variations of those
behaviors. Even if users are similar in their activities and underlying motiva-
tions, they still differ from each other. These variations produce noise which
density-based clustering as well as distribution-based clustering methods can han-
dle. Density-based algorithms distinguish between high and low density regions,
whereas distribution-based approaches attempt to match data points to statisti-
cal distributions [18]. However, sometimes several user groups can be character-
ized by similar behaviors while differing in particular aspects; i.e., they overlap
to a certain extent. For instance, communicators and networkers can differ in
their communication contents, but they both mainly distribute information [13].
When overlapping user behaviors can be subsumed under more generic groups,
hierarchical clustering is useful. This method creates a taxonomy of groups by
starting with each data point as an individual cluster and then grouping similar
ones together [18]. Nonetheless, its computational complexity makes it difficult to
apply that method to the large amounts of data present in social media analysis.
Thus, which clustering method is applied best highly depends on the analyzed
communication process and the user population participating in it.

3.4 Behavior Extraction

While user clustering identifies what behavioral patterns exist in social media, it
does not derive how these patterns are generated. Therefore, behavior extraction
has the task to find decision rules which map specific events to communicative
actions. These mappings then determine under which conditions, e.g., a message
is forwarded or replied to. Hence, they govern whether crucial information can
reach its target audience, whether misinformation can spread, whether a mass
protest can emerge, or whether nothing significant happens.

To extract behaviors, specific events must be identified that lead to the same
reactions within a user group. If a centroid-based clustering method was used
before, a prototypical user for each behavior pattern is already available. That
user’s activities must be grouped by their types or the topics they refer to. Then,
they can be related to circumstances under which they occur. For instance, mes-
sages from particular other users that are regularly forwarded or topics that
frequently provoke replies to observed contents. Rules for such behaviors can
be derived by inductive logic programming which hypothesizes on logical infer-
ence rules based on background knowledge and a set of examples [22]. For social
media analysis, background knowledge covers the different possible events, ac-
tivities, and observations, whereas the examples are given by their respective
co-occurrences. However, since user behavior is not strictly deterministic, these
can be inconsistent which provides a challenge for logic-based methods.

As an alternative, behavioral rules can be derived by means of decision-tree
learning [24]. This method can classify events in social media according to the
activities they provoke in a group of users by ranking influential factors for dis-
tinguishing between these activities. The paths from a decision-tree’s root to
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each leaf form a set of rules for the users’ activity selections analogous to the in-
ference rules provided by inductive logic programming. All users belonging to the
same cluster can act as a sample for this classification method. Thus, decision-
tree learning does not require a single prototypical user, but extracts activity
patterns for a whole group of similarly behaving individuals. These patterns ex-
plain how communication takes place in social media which is a prerequisite for
developing simulations to aid crisis communication and risk management.

4 Conclusions

This paper has pointed out systemic risks of social media with respect to crisis
and reputation management. To handle these risks, it is necessary to analyze
communication processes which result from individual behaviors of intercon-
nected users. To that end, the paper has introduced behavior mining for an-
alyzing such communication. It has provided an overview of the corresponding
workflow and discussed methods for each process step according to their suitabil-
ity for social media. Hence, it has laid the foundation for establishing behavior
mining as an approach to systemic risk analysis in networked communication.

Nevertheless, the process of behavior mining is still work in progress which
needs to be applied and evaluated with real-world data. While there are existing
studies on crisis and risk management in social media as well as cluster analyses
of network structures and communication flows [15, 5], applying the presented
integrated workflow to these and other examples is subject to future work.
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