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Preface

Workflow Management Systems are a relatively young technology which has the potential to change the
implementation of application systems significantly. In fact, only this technology makes it possible to realize
process-oriented application systems in larger quantities and at affordable costs. Very likely, in 10 to 15 years,
Workflow Management Systems will be used for application development as naturally as we use database
management systems for this purpose today. To reach this point, however, there is a lot to do — also at the
technological basis.

The workshop aimed at bringing together researchers, developers, and applicants who deal with the application
of Workflow technology for enterprise-wide or cross-enterprise applications. Focussed presentations helped to
stimulate the discussion and the sharing of experiences.

The workshop was held in the context of the annual meeting of the German Informatics Society (Gl) —
Informatik "99 — in Paderborn.

Program Committee:

Gutavo Alonso, ETH Zirich

Peter Dadam, University of Ulm (Chairperson)
Frank Leymann, IBM Bdéblingen

Andreas Oberweis, University Frankfurt,
Manfred Reichert, University of Ulm

Reiner Siebert, University of Stuttgart

Gerhard Weikum, University of Saarbriicken
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WISE: An Infrastructurefor E-Commerce

G.Alonso U.Fiedler A.Lazcano H.Schuldt C.Schuler N.Weliler
SwissFederalnstituteof Technology(ETH)
ETH Zentrum,Zurich CH-8092 Switzerland
E-mail: wise@ccic.ethz.ch
http://www.inf.ethz.ch/departmen8/iksresearch/vge.html

May 7, 1999

1 Introduction

The Internetandthe proliferationof inexpensve computingpower in the form of clustersof workstations
or PCsprovide the basichardwarédnfrastructurefor businesgo businesslectroniccommercén smalland
mediumenterprisesUnfortunatelythe correspondingoftwarenfrastructuras still missing.As partof the
WISE project(Workflow basednternedSErvices)we have takenconcretestepsto addresshis limitation:
within WISE we have developedanddeployedthe softwareinfrastructurenecessaryo supportbusinesso
businesslectroniccommercan theform of virtual enterprisesThe startingpointwastheideato combine
thetoolsandservicef differentcompaniesasbuilding blocksof ahigherlevel systemin which a process
actsastheblueprintfor controlanddataflow within the virtual enterprise Fromhere the goalhasbeento
build thebasicsupportor aninternettradingcommunitywhereenterpriseganjoin their servicedo provide
addedvalueprocesses.

Following theseideas WISE providesa working systemcapableof defining,enactingandmonitoring
virtual enterprisebusinesprocessesaswell assupportingrelatedcoordinationactiities. Suchinfrastruc-
tureincludesan Internetworkflow engineactingasthe underlyingdistributedoperatingsystemcontrolling
the executionof businesgprocessesa processnodelingtool for definingand monitoringthe processesa
cataloguegool for virtual enterpriseservicesin which to find the building blocksfor the processesanda
collaboratve multimediacommunicatiorervironment. The projectalsoincorporatesn its designconsid-
erationsaboutsecurity quality of service,executionguaranteesxceptionhandling,high availability, and
scalability aswell asdiverseotheraspectselatedto WWW basednteraction catalogudasednformation,
cataloguesearchandcommunicatiorframevorks. In thisregard,we have madea substantiaéffort to make
WISE a completesolution,thatis, asystemincorporatingall the necessarjunctionalityto beusedin prac-
tice. We firmly believe the real challengein electroniccommercds how to provide a completesolution.
In our case,this meantto develop a softwaretool capableof supportingthe entirelife cycle of a virtual
businesgprocessWe seethesebusinesgprocesseasvaluableassetsvhich needto be not only definedand
enactedut alsomaintainedupdatedandmonitored WISE supportsll thesechorestherebyavoiding the
drawvbacksof mary existing products:ad-hocandcostly developmentexpensyve maintenanceandlimited
applicability.
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Figurel: A compan incorporatinga virtual processaspartof its own businesgprocesses

2 Motivation

2.1 Virtual Enterprises

Themostrelevantactiities within a corporatiorareoftendescribedn theform of businesgprocessesrhis
is notsurprisingsincebusinesgprocessemodelthe proceduresindrulesfollowedin orderto accomplisha
concretegoal (opena new bankaccountobtaina credit, purchasea computeyfind out the currentlocation
of a parcel,resupplyshops,etc.). Following this idea, we seeelectroniccommerceasthe incorporation
of informationand communicatiorsystemgechnologyinto the businesgprocesgo expandit beyond the
corporationboundaries.In this contet, we definea virtual businesgprocessasa businesgprocessvhose
definition andenactmentannotbe directly tied to a single organizationakentity (beit a departmenbr a
compan). Fromhere,we define virtual enterprisesasthosewhosebusinesgprocessearevirtual business
processesGiventhetrendtowardsdecentralizationye alsoconsidetthatvirtual businesgprocesseblnking
togethersereraldepartmentsf a singleorganizationdefineaswell a virtual enterpriseFinally, we referto
thesetof companieparticipatingn avirtual enterprisesatradingcommunity Eachmembeiof thetrading
communityprovidesa numberof serviceso be usedasbuilding blocksfor the virtual process.Basedon
theseservicesthe virtual enterprisecanbe createdoy defininga virtual processn which eachindividual
actvity corresponds$o oneof theservicegprovidedby the participant{Figurel).

We believe tradingcommunitiesyirtual enterprisegndvirtual processearea very powerful approach
to interpretandidentify the needsof a wide rangeof electroniccommerceopractices.For instancejn the
caseof retailing, a compan can provide a much more sophisticatecproductby outsourcingaspectsof
the operationwhich arenot centralto its activities. A commonexampleare companie®ffering a product
(books,CD, flowers)without actuallyhandling(producing,storingor delivering) the productthemseles.
Mostof thehandlingis left to companiegroviding specializederviceswhichallowsto significantlyreduce
the operationakosts. The virtual enterprisemodelnaturally capturessuchscenariody simply having the
distribution anddelivery servicesncorporatedas actiities within the businesgrocessesf the compay
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sellingtheproductasshavnin Figurel.

2.2 E-Comm Processes

In theexampleof Figurel, independentlyf whetherit involvesmainframesindleasedinesor afew PCs
linked via Internetproviders,an E-Commapplicationhasmary of the characteristicef a distributedcom-
putingervironment.While thenotionsof tradingcommunityandvirtual enterpriseareconceptuallyuseful,
thereal challengeis to usethemin a softwaresolution. Hereis wherethe ideaof procesbecomegele-
vant: thevirtual businesprocessanbeseenasadistributedprogramrunningon someform of middlewvare
linking togetherthe resource®f the tradingcommunity Theseresourcesrethe concreteapplicationsor
servicefferedto thevirtual enterpriséoy thetradingcommunityandareusedasthe basicbuilding blocks
for the distributedprogram(the virtual businessprocess).From here, the type of softwareto develop is
thetype of softwarethatwould be heededo supportthe definition andexecutionof sucha coarsegrained
distributedprogram.

The analogybetweenan E-Commprocessanda distributedprogramcanbe takena stepfurther. Any
realisticsolutionto electroniccommercamusttake into accountthe true compleity of the problem. We
seeE-Commprocessess valuableassetmeedingto be properly specified,designeddeveloped,tested,
delugged,andmaintainedn aneffort not unlike softwaredlife-cycles.In orderto do this, thelanguageaused
to describethe processesnustprovide the necessaryprimitives, otherwisethesetasksbecomeextremely
difficult andlargely ad-hocende&ors (asit is today).

2.3 Complete Solution

The WISE projectis anintegrationeffort with the final goal of providing a completesolution. Its archi-
tecture(Figure?2) is organizednto four componentgdefinition,enactmentmonitoring,andcoordination),
eachone of themwith the role of addressing particularissue. Thus, the processdefinition component
allows virtual businessprocesseso be definedusing as building blocksthe entriesof a cataloguewhere
companiesvithin atradingcommunitycanposttheir services Similarly, the processenactmentomponent
compilesthe descriptionof the virtual businessprocessnto a representatiorsuitablefor enactmenand
controlsthe executionof the processy invoking the correspondingervicesof thetradingcommunity The
processmonitoringand analysiscomponents a tool keepingtrack of the progresamadein the execution
of the virtual businesgprocessandof the statusof all actve componentsn the system. The information
producedoy thistool is usedto createan awarenessnodel[7] usedfor loadbalancingrouting,andquality
of servicepurposesswell as,lateron, for analysisof the behaior of the processFinally, the coodination
and communicatioromponensupportanultimediaconferencingandcooperatre browsing of relevantin-
formationbetweenrall participantsn thetradingcommunityusingtheinformationproducedy thebusiness
processasthe mainsourcefor routing.

In WISE, thesefour componentsretightly integratedreflectingan approacho electroniccommerce
baseddntransparencandeasef use.While thereis innovationin eachindividualcomponentpur measure
of successs thedegreeof integrationof the systemasawhole.
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Figure2: Thedifferentcomponent®f the WISE project

3 Architectureand Components

3.1 Modeing

In WISE, virtual businesgprocesseareconstructedy usingthe servicewfferedby differentcompaniegs
building blocks. Thevirtual businesgprocessntegrateshe servicef the differentcompaniegstablishing
the order of invocation, the control logic andthe dataflow betweenthe participantsin the sameway a
workflow processorchestratesusinessmodelswithin a single corporation. To makethis ideaa reality,
therearetwo elementshatWISE mustprovide. Thefirstis amechanisnior theparticipantgo publishtheir
services.Theseconds away to definea procesasedon suchservices.For thesepurposesWISE usesa
WWW catalogueanda businesgprocessnodelingtool (Figure2).

TheWWW cataloguauseslava applet/servietechnologyto allow companiesn the tradingcommunity
to ad\ertisetheir servicesandto “see” the semantic®f the servicegrovidedby othercompanie$15]. The
cataloguecontainsobjectsencapsulatinghe behaior of eachservice. A Java versionof a businessmod-
eling tool supportingsimulationandanalysis(seebelow) is thenusedto allow a compary to seethe exact
characteristicef eachentryin the catalogue Whena compary wantsto makeanentryin the catalogueijt
specifiegheserviceusingthe modelingtool.

Fromthe cataloguea draganddroptype of interfaceis usedto build thevirtual businesgprocess.The
tool we usefor processlefinitionis Structwae[12], aproductof IvyTeam oneof thepartnersn theproject.
Structwarewhich is internally basedon Petri-nets supportsnot only the modelingof businesgprocesses
but also sophisticatedanalysisof its behaior (bottlenecksaverageexecutiontimes, costs,delays,what
if analysis,etc.). In termsof processdefinition, Structwaresupportsthe standardlow control primitives
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of aworkflow tool. It is possibleto defineconditionalbranching nestedprocessesandassignadditional
informationto eachtaskwithin the process.This last point is importantfrom the point of view of WISE
sinceit allows to usethis additionalinformation as the configurationinformation necessaryo enactthe
process
We seethis entire procedureasa form of high level, coarsegrainedprogramming.We have success-

fully appliedthis ideaof “workflow programming”within WISE and other projectsin orderto provide
sophisticatedanguageprimitivesnot availablein commercialvorkflow tools. For instancewe canprovide
a completeexceptionhandlingcapability[10], an eventhandlingmechanisnandinter-processommuni-
cation[11]. This functionality is missingin currentsystemsandwe considerit to be crucial in realistic
ervironments.

3.2 Enactment

The enactmenbf thevirtual businesprocessess performedby the WISE engine which is basedon work
donewithin the OPERAproject[9, 2]. The WISE engineextendsideasfrom workflow managemer(6, 3],
andusesknown techniquedor distributingthis functionality[18, 13, 4]. In addition,a considerableamount
of extensionshave beenintroducedo makeworkflow a suitablefoundationfor electroniccommercgfor a
differentapproacho electroniccommercéasednworkflow technologysee[16]). Amongthem,thereare
threethatdesere specialattention:security quality of service, andexecutionguarantees.

Giventhe natureof the dataexchangedetweenthe differentparticipantsin the trading community
WISE incorporateghe necessargecuritymechanismsn the form of encryptionof datafor transmission
overthenetworkaswell asa completesetof authenticatiormeasure$or bothexecution,accessandmoni-
toring of the processesAlso, to makethe notionof tradingcommunityviable giventhe currentlimitations
of bandwidth the WISE engineincorporategjuality of serviceguaranteebasedn executionstatisticsand
networkcharacteristicsOur currentapproachis basedon distinguishirg differentprocesscateyories(crit-
ical, important,normal)and providing for eachof thema differentquality of service. Finally, the WISE
enginealsoincorporategxecutionguaranteesvherebya processs alwaysguaranteetb finishin aconsis-
tentstateeitherby removing all changest hasintroducedor by forcingit to terminatefollowing asequence
of actionswith apre-determinedutcomg17]. Theexecutionguaranteearebasednthenotionof spheres
of atomicityandisolation[8, 5, 1, 14], which allow usto specifywhich partsof thebusinesgprocesseedto
be madeatomicfor recarery purpose@ndwhich partsof theprocesseedto beisolatedfrom interferences
of otherprocesses.

3.3 Audit and Monitoring

WISE providestools to find out the statusof ary running processn the systemin orderto allow users
to keeptrack andtroubleshoothemwhen necessary In addition, processdesignis a difficult task. In
virtual enterpriseervironmentst is difficult to foreseeall possibleaventualitiesuntil someexamplerunsare
available. Procesglesignis aniterative procedurevhereWISE canbe of greathelp by providing accurate
measurementsf all the characteristicaffecting the executionof a process:overall duration,bottlenecks,
relative durationof eachtaskwith respecto thedurationof the entireprocessloadsat eachparticipantsite,
deadlinesnissedandsoforth.

In orderto provide this functionality, WISE incorporateshe necessarynoduleswithin the execution
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engineto keeptrackof executingprocessedn addition,it usesa historyspacewhereinformationaboutall
alreadyexecutedprocessess storedandorganizedn away thatfacilitatesits analysis.For displayingthis
information,we planto takeadwantageof the capabilitiesof Structware In the sameway thata Structware
processs compiledandtranslatednto notationunderstandablby the WISE engine the informationpro-
ducedby the WISE enginewill betranslatednto theappropriatdormatto be displayedusingStructwares
interface.

Finally, WISE will alsoincludean awarenessnodel[7] thatwill allow the engineto makedecisions
basedon its own statusandthatof the participants.This avarenessnodelis necessaryor load balancing,
increasedwailability, conflict resolution notificationmechanismsandthe handlingof exceptions.

3.4 Coordination

Unlike in corventionalworkflow enginesWISE will operaten anernvironmentwherethedifferentpartici-
pantsandthedifferentelementf the processarenot necessarilyn a positionto easilyexchangenforma-
tion amonghem.Notethat,astheconcepof tradingcommunityimplies,eachparticipantcouldbenotonly
onadifferentlocationbut in anentirelydifferentcompay. It is neverthelessmportantfor theparticipantgo
beableto communicatéen orderto resohe the unavoidableinconsistencieandminor problemsassociated
with ary procesqFigure2). An essentiabspecbf this communicatiorandcollaborationis thatit will be
contet based.Thatis, a userwill not necessarilyaskto communicatewith a concretepersonbut, rather
with thepersorwho playeda givenrole in theexecutionof theprocessTo achieve this goal, WISE useshe
resultsof the CoBrow (Collaboratve Browsingin InformationResourcesproject[19].

4 TheWISE system

The currentversionof WISE useslvyFrame(a commercialproductof lvyTeam)asfront end,bothfor the
definitionandthemonitoringof processesWISE s platformindependen{Sener runson UNIX, Clientson

UNIX, 0OS/2,andWindows) andcaninteractwith avariety of applicationgexistinginterfacesncludeSAP
R/3andIBM FlowMark). Froma practicalpoint of view, WISE canbe usedasa genericworkflow engine
but its real potentiallies asanenginefor electroniccommerceOnepossiblescenaridor thedeploymenbf

WISE is asthecentraltool for acompan providing supportfor othercompaniesvantingto engagen elec-
troniccommercéut notwilling or ableto dothenecessarjnvestmentsn resourcesindexpertise.Another
possibility is to use WISE asa tool for implementingvalue addedbusinessprocesseso that a compary

canoffer new servicesby combiningservicesprovided by othercompanies.In particular the application
to virtual storefrontsfor genericcustomerservicescomputerequipmentpookstoresandappliancess im-

mediate We arecurrentlyworking on supportingotherpossiblescenarioselatedto paymenifprotocolsand
electronicdocumenexchanges.

5 Conclusions

In this extendedabstractwe have presented basicinfrastructurdor businesgo businesslectroniccom-
merce. In this form of e-commercedifferentcompaniegoin their servicesto form a virtual enterprise,
which provides a businesgprocesshat canbe executedover the Internet. WISE includesdifferentcom-
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ponentsto define,enactand monitor visual enterprisgprocessessupportingalsothe communicatiorand
coordinatiorbetweerthe participants.

WISE shouldbeseenasanintegrationeffort whereseveralknown technologiesiswell asnew ideasare

beingbroughttogetheiin orderto provide acoherentechnologicasolution.We expectthattheresultsof the
projectwill both enhanceconsiderablythe scopeof applicationandexpressve power of currentworkflow
systemsandopenup significantopportunitiesn the areaof electroniccommerce.

Project Data

The WISE projectis fundedby the SwissNationalScienceFoundation. It startedin Decemberiof 1997 andwill have aduration

of 29 months. Therearethreeacademiandtwo industrialpartnersin the project. On the academicside, the participantsarethe

Databas&esearci@roup,the ComputetEngineeringandNetworksLaboratoryandthelnformationandCommunicationSystems
ResearciGroupof ETH Zurich. TheindustrialpartnersaarelvyTeam,andonlineSSOLUTIONS.
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Abstract

ElectronicCommerceover the Internetis oneof the mostrapidly growing areasn todaysbusiness.
However, consideringhe mostimportantphaseof ElectronicCommercethepaymentit hasto benoted
thatin mostcurrentlyexploited approachessupportfor atleastoneof the participantss limited. From
agenerapointof view, acoupleof requirementsor correctpaymentnteractionsxist, namelydifferent
levelsof atomicityin theexchangeof mong/ andgoodsof asinglecustomemith differentmerchantsin
thispaperweidentify thedifferentrequirementgparticipantslemancdn ElectronicCommercgayments
fromthepointof view of executionguaranteeandpresenhow paymeninteractioncanbeimplemented
by transactiongbrocessesdrinally, we shav haw theseexecutionguaranteesanbeprovidedfor payment
processef a naturalway by applyingtheideasof transactionaprocessmanagemerntb an Electronic
CommerceéPaymentCoordinator.

1 Intr oduction

Along with the enormougproliferationof the Internet, ElectronicCommercg E-Commerce)s continu-
ously gainingimportance.The spectrumof applicationshat are subsumedinderthe term E-Commerce
leadsfrom rathersimple ordersperformedby Email to the purchaseof shoppingbaslets consistingof
severalgoodsoriginatingfrom differentmerchantdy spendingelectroniccashtokens.

RemarkablyE-Commercas a very interdisciplinaryresearcharea. As existing approachegare pow-
eredby differentcommunitieq(i.e., cryptographynetworking, etc.),they arevery heterogeneous nature
andthusalwaysfocuson differentspecialproblems.Fromthe point of view of the databaseommunity
atomicity propertieshave beenidentified asonekey requiremenfor paymentprotocolsin E-Commerce
[Tyg96 Tyg9g. Themorecomple interactionswith consumersindmerchantdbecomethe moredimen-
sionsof atomicity have to be addressedn the simplestcase only money hasto betransferredatomically
from the consumeito the merchant. However, consideringcomplex shoppingbasletsfilled with (elec-
tronic) goodsfrom several merchantsatomicity may alsobe requiredfor the purchaseof all thesegoods
originatingfrom differentpossiblyindependenandautonomousourcesalongwith the atomicexchange
of money andall goods.

Dueto their distributednature protocolsthathave beensuggestedo supportpaymentatomicityin E-
Commercamposehighrequirementsntheparticipatingnstancege.g.,NetBill [CTS95). However, with
a centralizedpaymentcoordinatorthe comple interactionsof the variousparticipantscanbe embedded
within a paymentprocessthusreducingthe prerequisitegor merchantsaand customergo participatein
E-Commerce.TransactionaprocesamanagemeniSAS99 canthenbe exploitedin orderto provide the
necessargxecutionguaranteefor transactionaE-Commercgaymenfprocesses a naturalway.

This paperis structuredasfollows: In Section2, we provide a generalframenork for E-Commerce
paymentinteractions.Basedon this framework, we analyzethe differentatomicity requirementgor E—
CommercgaymeniSection3). Then,in Sectiord, we summarizdransactiongbrocessnanagemerdand
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presenthe structureof a transactionapaymentprocessallowing the requiredexecutionguarantee$o be
providedby a PaymentCoordinator Section5 finally concludeghe paper

2 Schemafor PaymentProtocolsin E-Commerce

The descriptionof salesinteractiondgn non-electronianarkets[Sch9§ encompassefireephasesinfor-
mation, negotiation,andpayment.During the informationphase a customerevaluatesandcompareshe
offers of several merchants.After selectingthe bestoffer, shenegotiateswith the chosenmerchantthe
conditionsfor the deal(negotiation). If they reachan agreementthe last step(the payment)involvesthe
mongy transferfrom custometto merchantandthe service(the merchanfulfills his contract).

Most electronicpaymentsystemdocusonly on the money transferof the last phase.Our view of an
electionic paymentschemealso considerghe systemsand protocolsfor accomplishingooth the money
transferandtheservice.

2.1 Participants

An electronicpaymentschemeanvolvesparticipantsoriginatingfrom two distinctworlds: on the Internet
side thereare the customer the merchantand a third entity, the paymentsener which coordinateshe
two. The othersideis representedtby the financialworld with its proprietarynetwork infrastructureand
protocols. The participantsare financialinstitutesand againthe paymentsener, thathasto consistently
transformthe dataflow onthelnternetsidein correspondingreal world” money flow. Theparticipantsare
depictedn Figurel.

2.2 Stepsof an E-Commerce Transaction

Priorto the paymentransactionthe participantsareinvolvedin aninitialization phasedepictedn Figure

1 by dashedhrrowns. Both customerandmerchantave to establishaccountswithin thefinancialinstitutes
“issuer” (or “acquirer”,resp.).Thetransformatiorof electronicmoney into realmoney is performedusing

theseaccounts.Also in this phasethe customerrecevesfrom his banka customersecet which enables
him to performelectronicpayments.The customersecrets visible only for the custometherself,for the

issuingbankand (eventually)for the paymentsener. The mostcommonform of the customersecretis

a creditcardnumber in electroniccashschemegsuchaseCasA™ [Dig99]), the customersecretis an

E-cashtoken. Becauseaccountoperationsareratherlessoftenthanpaymentswe canconsiderthemas
partof theinitialization phase.

Almostall thepaymenschemesontainthefive following stepsmarkedin Figurel:

e Negotiation(1): the customerselectsthe desiredserviceor merchandisshewantsfrom the mer
chant,andnegotiateswith the merchanthe price of the service.Theresultof this stepis the Order
Information The OrderInformationis a protocolof the negotiationphasejncluding service(mer
chandisepndpricespecification.

¢ Paymentrder(2): thecustomesendsPaymentnformation(PI) andOrderinformation(OL.) to the
merchantThe OI, is the customers view of theagreementvith themerchant.

e Paymentauthorization(3): the merchanforwardsPlI, Ol., Ol,, andadditionaldatato the payment
sener. Ol isthemerchantview of theagreementvith the customer

Thepaymensenerdirectly or indirectly verifiesthevalidity of thepaymeninformation,theconsis-
teng of the paymentusingOI, andOI,,. It eventuallytriggerstherealworld money transferusing
its role onthe non-Interneside.

At the endof the paymentauthorizationthe merchanteceivesa confirmationmessagé€ from the
paymentsener (4).

e Purchaseesponsé5): Themerchansendshimselfa confirmationto the customerin caseof elec-
tronic (non-tangiblegoods the purchaseesponseanbeimmediatelyfollowedby the merchandise
ortheserviceitself.
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Figurel: Genericpaymentsteps
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In mostexistentpaymenfrotocols the paymenseneris invokedby themerchantThisis nointrinsic
restriction,andcommunicatiorbetweercustomemndpaymenteneris alsopossible.

2.3 Characteristics of Payment Protocols

Severalcriteriaserne asclassificatiormodelsof electronigpaymentschemesStartingfrom themomentof

transformatiorof realmoney into electronicmoney, paymenprotocolscanbesplitin pre-paidsystemand
pay-by-instructiorones.Atomicityis anotheritem, which will bediscussedn detaillater Someprotocols
introducethe notion of provability, which is the ability of eachparty to prove their correctinteractions.
Anonymityis especiallyaddressetly cash-based-systenBherearealsoimplementatiorissuedik e scal-

ability, flexibility, eficiency easeof useand off-line opertion, which arealsoimportantbecausef the

large numberof usersexpected.

3 Atomicity in Electronic Commerce

Onekey requirementn E-Commercas to guarante@tomicinteractionsbetweerthe variousparticipants
in E-Commercepayment.As E-Commercandthusalsopaymentakesplacein a highly distributedand
heterogeneousrvironment, variousaspectof atomicity can be identified: asideof money and goods
atomicity[Tyg96 Tyg9§, alsothe atomicinteractionof a customemith multiple merchantss neededIn
whatfollows, we analyzeandclassifythesedifferentatomicity requirementsn detail.

Money Atomicity ~ Thebasicform of atomicityin E-Commercés associatedvith thetransferof money
from the customerto the merchant.This is denotedby the term moneg atomicity [Tyg9§. As no
viable E-Commercgpaymentsolutioncanexist without supportingthis atomicity property multiple
solutionshave beenproposecor are alreadyestablishedMV96, Dig99]. However, the atomicity
propertyis tightly coupledwith the protocolarchitectureanddesign.

Certified Atomic Delivery  Aside of mongy, alsogoodshave to be transferred.Therefore,a further
requirements thatthe delivery takesplaceatomically This canevenbereinforcedin thatbothas-
sociatedparties—customerand merchant+equirethe necessarynformationin orderto prove that
thegoodssent(or received,resp.)arethe onesboth partiesagreedo in theinitial negotiationphase
(certifiedatomicdelivery, encompassinthe goodsatomicity andthe certifieddelivery describedn
[Tyg96)). This strengthenedequirementesultsfrom the factthat—in contrastto traditional dis-
tributeddatabasdransactionsvhereonly technicalfailureshave to be addressedin E-Commerce
alsofraudulentbehaior of participantshasto be copedwith. Especiallywhendealingwith goods
that canbe transferrecelectronically the combinationof money atomicity andcertifieddelivery is
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animportantissue. In [CHTY96], this is realizedby a customizedTwo-Phase-Commiprotocol
[GR93.

Distributed PurchaseAtomicity  In mary E-Commerceapplicationsjnteractionof customerss not
limited to a singlemerchant.Consideyfor instance a customemvho wantsto purchasespecialized
software from a merchant. In orderrun this software, shealso needsan operatingsystemwhich
is, however, only availablefrom a differentmerchant.As both goodsindividually are of no value
for thecustomersheneedghe guarante¢o performthe purchasdransactiorwith thetwo different
merchantsitomicallyin orderto getbothproductor none.Distributedpurchaseatomicityaddresses
theencompassmeuwnf interactionswith differentindependenterchanténto onesingletransaction.

Most currently deployed paymentcoordinatorssupportonly money atomicity while someadvanced
systemsaddressalso distributed purchaseatomicity However, all three dimensionsare —to our best
knowledge-not providedby existing systemsandprotocolsalthoughthe highestevel of guaranteewould
be supportedandalthoughthis is requiredby a setof real-world applications.

This lack of supportfor full atomicityin E-Commercgaymentis addressedby our currentresearch
actvitieswherewe applytransactiongbrocessnanagemer(sectiord) to realizeanE-Commercéayment
Coordinator

4 Transactional Processe$or E-Commerce Payments

In this section,we introducethe theoryof transactionaprocesamanagemerthat providesa criterionfor

the correctexecutionof processesvith respecto recovery (whenfailuresof single processesave to be
consideredandconcurreng control(whenmultiple parallelprocesseaccessharedesourcesimultane-
ously)andwe pointout how thistheorycanbeappliedfor paymentsn E-Commerce.

4.1 Transactional ProcessManagement

In corventionaldatabasegoncurreng controlandrecovery arewell understooghroblems.Unfortunately
thisis notthe casewhentransactionsrregroupednto entitieswith higherlevel semanticssuchastransac-
tional processesAlthoughconcurrenprocessemayaccessharedesourcesimultaneouslyconsisteng
hasto beguaranteedor theseexecutions.

Transactionaprocesananaggemen{SAS99 hasto enforceconsisteng for concurrenexecutionsand,
atthesametime, to copewith theaddedstructurefoundin processedn particulay andunlikein traditional
transactionsprocessemtroduceflow of controlasoneof the basicsemanticlements.Thus,it hasto be
takeninto consideratiorthatprocessealreadyimposeorderingconstrainteamongheirdifferentoperations
and amongtheir alternatve executions. Similarly, processedntegrateinvocationsto applicationswith
differentatomicity propertieqe.g.,actiities may or may notbe semanticall}compensatable).

Themaincomponentsf transactionaprocessnanagementonsistof a coordinatoractingastop level
schedulelandseveral transactionatoordinationagentfSSA99 —onefor eachsubsystenparticipating
in transactionaprocesses—actingaslower level schedulers.Processeencompassctivitieswhich are
invocationsin subsystemscheduledy the coordinator The coordinatorstaskis to executetransactional
processesorrectlywith respecto concurreng controlandrecovery. Firstly, theexecutionguaranteeto be
providedincludeguaranteetermination amoregenerahotionof atomicitythanthestandardll or nothing
semanticswhich is realizedby partial compensatiorand alternatve executions. Secondly the correct
parallelizationof concurrentprocessess requiredand thirdly, by applying the ideasof the composite
systemgheory[ABFS97], ahigh degreeof parallelismfor concurrenprocessess to be provided.

The key aspectof transactionaprocessmanagementanbe briefly summarizedasfollows: The co-
ordinatoractsasa kind of transactiorschedulethatis moregenerathanatraditionaldatabasecheduler
in thatit i.) knows aboutpropertiesof actiities (compensatablegtriable,or pivot, taken from the flex
transactiormodel[MRSK93, ZNBB94])), ii.) knows aboutalternative executiongpathsin caseof failures,
andiii.) knowsaboutsemanticommutatvity of actwities.
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Basedon this information,the coordinatorensuregylobal correctnes$ut only underthe assumption
thattheactivitieswithin the processeto bescheduledhemselesprovide transactionalunctionality (such
as,for instanceatomicity, compensatabilityorderpreseration,etc.).

4.2 Transactional PaymentProcesses

Accordingto [MWW398], tradeinteractionsbetweencustomersand merchantsanbe classifiedin three
phasespre-salessalesand post-salesWhile the salesphasehasa well-definedstructure(especiallythe
paymenprocessingseesection?), thisis in generahotthecasefor the pre-salesndthepost-salephase.
Dueto this well-definedstructure processearea highly appropriateneango implementtheinteractions
thathave to be performedfor paymentpurposesFurthermoreall atomicity requirement$or paymentsn
E—Commerceanberealizedin anelegantway by applyingtheideasof transactiongbrocessnanagement
in anE-Commetre PaymentCoominator.

Theseprocesseareextensionof anorymousatomictransactionslescribedn [CHTY96], they rely on
electroniccashtoken asmeansof payment,andare primarily designedor the purchaseof electronically
available goodsthat aretransferredn an encryptedway to the customerprior to the payment. Further
more,theideaof transactionabaymeniprocesseis to encompasall interactiondetweerthe participants
(customermerchantsandbank). To this end,andin contrastto the currentlyappliedpaymentschemes,
the paymenthasto beinitiated by the customeiby invoking a paymentprocessat the PaymentCoordina-
tor!. Thestructureof a transactionapaymentprocessanbe seenin figure 2. The precedencerdersare
depictedby solid arcswhile for the preferencerder, dottedarcsareused.For eachactiity, theassociated
terminationproperty(compensatablaivot, retriable)is alsogiven.

@ Receive Payment Order

Check validity of token (Bank)

%N

Receive Key (Merchant) @ @ Receive Key (Merchant)

N\

Check Timeout @

h

-1 @ Send Keys to Customer
e 4—*”¢
Abort // 0 Money transfer (Bank)
Notify Customer 0 VAR
} ﬂ s 0 Send confirmation
Notify Bank 0 to Merchants
¥ Commit
Notify Merchants 0 e 0

Figure2: Structureof PaymentProcess

Whena paymeniprocesss invoked,the customefirst hasto specifythe paymentinformation P and
all n bilaterally agreedorderinformation (andthusalsoall differentmerchants}hat have to be encom-
passedvithin onesinglepaymentransaction.Therefore atuple (OI., M); with orderinformationOI.
andmerchanidentifier M for eachproductj with 1 < j < n hasto be sentto the PaymentCoordinator

1Likein thetraditionalcasethecustomehasin theinitial negotiationphaseto agreeupontheway the paymenis processeavith
all merchants.
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(receivepaymentrder). Then,the valueandvalidity of the paymentinformation PI is checled (ched

validity of token). Giventhe validity of the paymentinformation, the PaymentCoordinatorcontactsall

merchantsasksthemto validatethe orderinformation (OI..); andin the caseof successfulalidation,
collectsfor eachproduct; the key neededor decryption(receivekeys). Whenall keys arrive within a

given period of time (ched timeou)?, the PaymentCoordinatorsendsall keys to the customey sendsa

money transferorderto the bankin orderto creditthemerchant accountsandsendsa confirmationabout
the successfuterminationof the paymentto all merchant§commitof payment).Otherwise—whenthe
customersiew on the orderinformation(O1,),; andthe merchantsiew (OI,,); do notmatchfor some
7, whensomekeys arenot available,whenthetimeoutis exceededor whenthevalidationof the payment
information PI fails— no exchangewill take place(abort of payment)but appropriatenotificationsare
sentto all participants.

Basedon the precedencand preferenceordersaswell on the terminationpropertiesof eachactiity,
it canbe shawn thatthis transactionapaymentprocesss correctlydefinedandthusprovidesguaranteed
termination. Furthermorejt hasto be shavn that by all correctterminations the desiredsemanticsof
atomic paymentinteractiongwith respecto all threedimensionsf atomicity)is provided. To this end,
all possibleexecutionshave to be considered. Wheneer somefailure occursprior to the termination
of the ched timeoutactuity, all previously executedstepsare semanticallycompensatey sendinga
notificationaboutthe failure of the paymentprocesgo all participantgsincethis notificationis alsosent
to the customershedoesnot loseher paymentinformationbut canspentit laterwithin otherpayments).
After the successfutransferof the keys to the customerthe paymentprocesss alsoterminatedcorrectly
sincethereal-world mongy transferhaspreviously beenensuredy the bank(in the ched validity of token
step). Finally, whenthe transferof keys to the customeffails (e.g.,sinceshecannotbe contacted)also
appropriatenotificationsare sentto all participantsand no real-world money transfertakesplace(again,
thepaymentnformationcanbeusedby the customeffor furtherpayments).

This transactionapaymentprocessow providesmoney atomicity, certifiedatomicdelivery anddis-
tributed purchaseatomicity simultaneously Sinceit is guaranteedhat the paymentinformationis only
transferredn real-world money flow whenthe procesgerminatesorrectlyandsinceno merchanteceves
this paymentinformationdirectly, the customeris ableto spentit againin the abortcaseof a payment
processwithout beingaccusedf double-spendingFor certifiedatomicdelivery, the sameargumentsas
givenin [CHTY96] hold: the PaymentCoordinatormpersistentlystoresprocessnformationandis thusin
the caseof customercomplaintsable to verify whetherthe orderinformation matcheshe goodsdeliv-
ered.Finally, sincethe procesnly terminatesorrectlywhenall merchantsagreeto commit, distributed
purchaseatomicityis alsoprovided.

Aside of atomicity, alsoanorymity of the customerand provability have beenidentified as security
aspectof paymentprotocols. Transactionapaymentprocesseslo not provide total anorymity (since
the PaymentCoordinatorneedsto contactthe customerin orderto transferthe keys neededo decrypt
all goods),but at leastthey provide partial anorymity. The customermay hide her identity (e.g., the
IP addressf the hostsheis using)to the merchantdy applyinganorymizing techniquegsuchas, for
instance[An099)). In orderto hide theidentity of the custometto the bankwhenissuingelectroniccash
token, cryptographidlinding technigue§CFN88 canbe applied. Sincethe PaymentCoordinatorstores
all processnformation (including the orderinformation) persistentlythe proof of the participationof a
customein atransactiorandthe serviceorderedn this transactionss possible(total provability).

By executingpaymentprocessedy a centralizedPaymentCoordinatoy the monitoring of the state
of a paymentinteractionis facilitatedcomparedo the distribution found in currentpaymentprotocols.
However, all participantdandespeciallythe customerhave to trustthis centralizedPaymentCoordinator
But sincein the caseof thesepaymentprocessesnly informationaboutthe merchantsnvolvedin a deal
andthe prizesof goodsis availableto the PaymentCoordinatorbut no informationaboutthe singlegoods,
thisis equivalentto theamountandkind of datacreditcardorganizationgollectwhencustomergerform
paymentswith their creditcards.

2This activity only generates log entry makingthe decisionpersistentalthoughit cantechnicallybe compensatedt is treated
aspivot sincecompensationf theprocesss nolongerallowed.
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5 Conclusion

This paperprovidesa detailedanalysisof requirementparticipantdn E-Commercgraymentimposewith
respecto atomicityissuesDifferentlevelsof atomicity canbeidentifiedwhich, however, arenot simulta-
neouslyprovidedby existingapproachedJsingthenotionof processest hasbeenshovn thatall payment
interactionccanbeembeddedhto a singlepaymentprocesshereall possibldevelsof executionguaran-
teescanbe provided while at the sametime the prerequisite®f the participantsarereduced.Finally, by
applyingthe ideasof transactionaprocessnanagementi hasbeenshavn how a PaymentCoordinator
supportingatomicandprovablepaymentprocessesanbe developed.

This process-baseftaymentCoordinatoris currently being implementedwithin the WISE system

[AFH*99].

Basedon this implementationwe will in our future work extend the analysisof payment

processeso further propertiegsuchas,for instance anorymity, scalability or flexibility). Our goalis to
decouplethesepropertiesto identify the building blocksneededo realizethemandto flexibly generate
paymenfprocessewith userdefinedpropertiesy pluggingtogetherthe building blocksneeded.
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1 Introduction

The main goa of workflow management systems (WFMS) isto support the efficient, largely automated
execution of business processes. Large enterprises demand the reliable execution of awide variety of
workflow types. For some of these workflow types, the availability of the components of the underly-
ing, often distributed WFMS is crucial; for other workflow types, high throughput and short response
times are required. However, finding a configuration of the WFMS (e.g., with replicated components)
that meets all requirementsis anon-trivial problem. Moreover, it may be necessary to adapt the configu-
ration over time due to changes of the workflow load, e.g., upon adding new workflow types. There-
fore, it isnot sufficient to find an appropriate initial configuration; it should rather be possible to recon-
figure the WFMS dynamically. Thefirst step towards a dynamic configuration tool is the analysis of the
WFM S to predict the performance and the availability that would be achievable under a new configura-
tion, and to determine the best configuration for the current workflow load.

In this paper, we present an analytic approach that considers the performance as well as the availability
of the WFM S in its assessment of the quality of a given configuration of a distributed WFMS. The ap-
proach is based on well known stochastic methods [Nel95, STP96, Tij94] and shows the suitability of
these models to a new application field. The presented combination of the methods allows an analytic
assessment of WFMS eliminating the usual time- and cost-intensive trial-and-error practice for system
configuration. Particularly, we are able to rank the performance and the availability of different config-
urations which use replicated workflow servers. Moreover, we can predict the performance degradation
caused by transient failures of servers. These considerations lead to the notion of performability
[STPO6], a combination of performance and availability metrics. Likewise, we are able to calculate the
necessary number of workflow server replications to meet the specified requirements for performance
and availability. So, acrucial part of a configuration tool for distributed WFM S becomes analytically
tractable and no longer depends on trial-and-error practices or the subjective intuition of the system
administration staff.

Although the literature includes much work on scalable WFM S architectures, there are only few re-
search projects that have looked into the quantitative assessment of WFM S configurations with regard
to performance and availability [DKO+98]. [BD99] presents severa types of distributed WFMS archi-
tectures and discusses the influence of different distribution methods on the network and workflow
server load, based on simulations. In [BD97], the sustainable throughput of a distributed WFMSiisin-

This work was performed within the research project “ Architecture, Configuration and Administration of Large Work-
flow Management Systems’ funded by the German Science Foundation (DFG).
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creased by assigning subworkflows to appropriate workflow servers, based on online statistics about
network partitions, network load, and expected communication costs. [SNS99] presents simple heuris-
ticsfor the allocation of workflow type and workflow instance data onto servers. Work on WFMS avail-
ability has been presented in [HA98, KAG+96] that discuss how to efficiently increase the availability
of process support systems by using standby mechanismsthat allow a backup server to take over in the
case of server failures.

The rest of the paper is organized as follows. In Section 2, we present our model of a distributed WFMS.
In Sections 3 and 4, we develop a performance model and an availability model. In Section 5, we com-
bine both models into the performability model that allows us to predict the influence of transient fail-
ures on the overall performance. Section 6 concludes the paper with a summary and an outlook on ongo-
ing work.

2 System model of distributed WFM S

In this section, we describe a generic model of enterprise-wide distributed WFMS. Although the chosen
system model is simple, it is powerful enough that we are able to capture the architecture models of most
WFMS products and research prototypes in a reasonable way. Based on this model, we will introduce
the central notions of the state and the configuration of a distributed WFMS. Finally, we present a model
that stochastically describes the behavior of a single workflow instance.

Typically, distributed WFM S execute workflow instances in a partitioned and distributed manner, i.e.,
the workflow instance is partitioned into several subworkflows, which are executed in a distributed way
on different workflow engines (e.g., with one workflow engine per partition/subworkflow type). These
workflow engines typically run on several server machines distributed across an Intranet or even the
Internet. Moreover, services that are “imported” from external companies can be integrated into the
WFMSS as subworkflows, and the WFMS of such a provider merely becomes another kind of workflow
engine with a specific interface. The communication is handled by separate components, such as object
request brokers (ORBS), other modules are responsible for workflow-specific functions like worklist
management or monitoring, and the runtime state data of workflows is often stored in aDBMS. Finally,
applications that are invoked from workflow activities may be spawned on dedicated application serv-
ers. All these components will be viewed as abstract servers of specific typesin our system model.

2.1 Workflow server model

In workflows like the above examples, severa cooperating components of a distributed WFMS are in-
volved in the execution of a single workflow instance. We refer such to each component as a server type.
For scalability and availability reasons, nearly all WFMS, both products and research prototypes, pro-
vide the replication of (performance-critical) server types within the system. Note that we have so far
not said anything about the hardware (i.e., the server machines) that the workflow serversrunon. Itis
possible (and often favorably or even unavoidable) to start workflow servers of different server typeson
the same server machine.

Figure 1 shows an example of the workflow server model. The dotted arcs indicate service requests
between the several server types. But also within a single server type, workflow servers can request
services from each other. For example, the execution of a subworkflow by aworkflow engine that is not
the same as the engine of the parent workflow is a service request, too. In our model, the communication
services are only provided by some kind of communication servers such as object request brokers
(ORBs) or TP monitors. The other server types do not communicate directly with each other but only
viaacommunication server. In Figure 1, thisisindicated by the solid lines.

In our system model, every server type shasafallurerate u, and arepair rate a, (i.e., restart speed after a
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failure). For simplicity, we assume that the time between two successive failures of a server type as well
asthetimeto repair one workflow server are exponentially distributed with the expected values 1/ u,
and 1/a,, respectively.

2.2 Configuration of adistributed WFM S

With the presented workflow server model at hand, we are now able to define the central notion of the
system configuration of a distributed WFMS.

Because of failures and repairs of workflow servers, the number of available workflow servers of one
server type varies over time. For agiven point of time, we call the vector (X,, X,, ..., X,) of the numbers of
currently available workflow servers of each workflow server type the current system state of the
WFMS. Theinitial system state of the WFMS, i.e., the system state with all workflow servers available,
is called the system configuration of the WFMS.

The goal of thiswork isto build a configuration tool, based on the above system model, that is able to
derive the best system configuration for a given workflow load. The configuration tool should aim to
optimize the ratio of performance and cost or availability and cost, respectively, or even the combina-
tion of both, the performability. We will discuss our approaches to these three kinds of goalsin the fol-
lowing sections. As all such optimizations depend on the (probable) behavior of workflow instances,
we first need to introduce an appropriate model for the control flow of aworkflow instance.

2.3 Stochastic modeling of control flow

For predicting the expected load induced by the execution of a workflow instance, we have to be able to
predict the control flow of workflow instances. As workflows include conditional branches and loops,
the best we can do hereis to describe the execution stochastically.

A suitable stochastic model for describing the control flow of a simple workflow instance without sub-
workflows isthe model of continuous-time, first-order Markov chains (CTMC) [Nel95, STP96, Tij94].
A CTMC isaprocess that proceeds through a set of states in certain time periods. Its basic property is
that the probability of entering the next state within some time only depends on the currently entered
state, and not on the previous history of entered states. The mathematical implication is that the resi-
dencetimein a state - that is, the time the process resides in the state before it makes its next transition -

—/ Clients| \

\ | Clients /

——3 generates requests to
communicate with each other

Figure 1: Server model of an enterprise-wide distributed WFM S
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follows a (state-specific) exponential distribution. Consequently, the behavior of a CTMC is uniquely
described by amatrix P = (p;) of transition probabilities between states and the mean residence times H,
of the states.

Let {a|i = 1..n} bethe set of n activities being part of a workflow type X. Let X be a workflow type
without any subworkflows. The impact of subworkflows can be handled recursively and will be ex-
plained later. The control flow of an instance of X will be modeled by a CTMC where the states corre-
spond to the workflow activities a,. The state transition probability p; corresponds to the probability that
aworkflow instance of workflow type X starts activity a; after it has completed activity a. The transition
probabilities have to be explicitly specified by the workflow designer based on the semantics of the
conditions between the workflow activities or observed from real-life business processes. The mean
residence time H; corresponds to the mean turnaround time of activity a, and also needs to be estimated
at workflow specification time. Finally, we add an artificial absorbing state A to the CTMC. This state
represents the point when the workflow instance represented by the CTMC is terminated; the residence
time of state A isinfinity. Furthermore, we add a transition from every state of the CTMC that represents
atermination activity of the workflow instance into state A with the transition probability 1.

For workflow types with subworkflows, the subworkflows are initially represented by single fictitious
states, i.e., each subworkflow is represented by a single state within the CTMC of the parent workflow.
When workflows include parallelism, the parallel paths of the control flow are defined as subwork-
flows. In this case, the fictitious state represents all parallel subworkflows at once. Asthe mean resi-
dence time of the fictitious state, we use the maximum of the mean time until termination of all sub-
workflows within the fictitious state.

We derive the mean time until termination of aworkflow type by the transient analysis of the CTMC
representing the workflow type [Tij94]. In our model, a workflow instance of a workflow type termi-
nates when the corresponding CTMC makes a transition into the absorption state A. So, the time until
termination of aworkflow type is equivaent to the mean time until the CTMC makes the first transition
into state A. With the CTMC at hand, we are able to predict the expected load of workflow instances
during their execution [Tij94] as shown in the following section.

3 Performance modd

In this section, we present a performance model for a complete WFMS. We show how to describe the
load for each workflow server type induced by the execution of a single workflow activity. We use this
and the results from the transient analysis of CTMC presented in Section 2 for predicting the load in-
duced by the execution of a entire workflow instance. Finally, we show how to predict the expected
performance, i.e., sustainable throughput and expected response times of service requests, of the
WFMS with a given system configuration.

3.1 Modeling activity-specific load

The execution of aworkflow instance leads to the execution of a set of workflow activities. The execu-
tion of aworkflow activity leads to the generation of service requests to different server types. Typical-
ly, the invocation of an activity leads to some initialization and termination load induced exactly once
during the execution of the activity and to operational load induced continuously during the whole exe-
cution time of the activity. Therefore, we differentiate between the two following kinds of service re-
quests.

. Lump requests. Lump requests are generated exactly once during the execution of the workflow
activity. For example, if the activity corresponds to editing a text document, the activity generates
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a number of lump requests for loading the text document, updating a database to reflect the
changed workflow state, etc.

*  Operational requests. During the execution of an activity, operational requests are generated with
a specific rate. For example, these are generated by the exchange of messages between workflow
engines for synchronisation and migration of workflow instances, saving of intermediate versions
of the currently processed documents, etc.

In the following, the matrix (L) denotes the number of lump requests being generated for workflow
server type s when workflow activity a isinvoked during the execution of an instance of workflow type
t. The matrix (N%) denotes the generation rate of operational requests for workflow server type s during
the execution of activity a.

3.2 Predicting theload induced by a single (sub-)wor kflow instance

To calculate the workflow load that one workflow instance generates on the several server types, we use
the transient analysis of the CTMC presented in Section 2. To be exact, we combine the equivalent
normalized CTMC [Tij94] and the aready presented load matrices (L.,) and (N.) to a Markov reward
model (MRM). The feature of aMRM isthat there are rewards for every state of the CTMC. To get the
expected number of service requests by a single workflow instance, we calcul ate the expected reward
earned until absorption [Tij94]. Let the matrix (L.,) of lump requests and the matrix (N.) of rates of op-
erational request be given for aworkflow type without any subworkflows. Then, the expected number
of service requests an instance of the workflow typet generates at server type sis given by

ro = %[Z NS @+ S S S q;bL;b],

a=A a=Az=0 b=Ab=a
where v, is the maximum of the departure rates of the states of the CTMC representing workflow typet,
q., isthe transition rate from state a to state b, and p},(2) is the taboo probability that the process will bein
state a after z steps without having visited the absorbing state A (starting in the initial state 0).
The mean runtime R, of an instance of a (sub-)workflow of typet is given by the mean time that the
CTMC needsto enter the absorbing state for the first time, the so called first-visit-time of state A, and
can be calculated by solving a system of linear equations [Tij94].

3.3 Incorporation of subworkflows

The expected number of service requests generated by an instance of aworkflow type including sub-
workflows can be calculated recursively. For every state of the CTMC that represents a subworkflow or
aset of parallel subworkflows, the entries L%, and N, within the matrices (L) and (N.,) represent the lump
requests and the rate of operational requests of the set x of nested subworkflows. We approximate the
number of lump requests L., for a server type s by the sum of the expected number of service requests
generated by the parallel subworkflows.

Ls = z Fsy

yEX

The rate of operational requests N, is set to O for every server types.

3.4 Incorporation of multiple active wor kflows

By Little’'s law, the steady-state number of active instances N, of workflow typet is given by the prod-

uct of the arrival rate A, of new instances of type t and the mean runtime R, of a single workflow of typet.
Nicive = AR

The server-type-specific request arrival rate of a single instance of workflow typet is given by dividing
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the expected number of service requests to server types, r.,, by the mean runtime of an instance of t. We
obtain the server-type-specific request arrival rate I, of al instances of workflow typet by multiplying
r. With the mean number of active workflow instances.

Ist
I t = Nl e = j’t st
S, active Rt S|

Finally, the request arrival rate I, to workflow server sinduced by all active instances of al workflow
typesisgiven by
o= >l

3.5 Predicting responsetimesfor servicerequests

For predicting the mean response time of service requests, we model every server type as a set of k
M/G/1 queueing systems where k is the number of server replications of the server type. We assume that
the arriving service requests are uniformly distributed over al server replications. We thus compute the
mean arrival rate of service requests for each M/G/1 queue by dividing the mean arrival rate of service
requests for the server type by the number of servers k of the server type. The mean service time of
service requests and the second moment of the service time distribution are parameters that can be esti-
mated by online monitoring.

4 Availability model

In this section, we describe our availability model. It is based on the workflow server model described in
Section 2. Based on this model, we analyze the influence of transient component failures on the avail-
ability of the WFMS.

Our availability model is again based on Continuous Time Markov Chains (CTMC). Here, every state
of the CTMC represents a possible system state of the WFMS. A system state of the WFM S is modelled
as an n-tuple with n being the number of different server types and each entry of the tuple representing
the number of available workflow servers of a server type at one point of time. For example, the state
(2,1,1) meansthat the WFMSS consists of three different server types and there are 2 workflow servers of
typel, 1 workflow server of type 2, and 1 workflow server of type 3 currently available (the others have
failed and are being restarted). When aworkflow server of typei fails, the CTMC performs a transition
to the state where the corresponding value for server typei is decreased by one. For example, the state
(X4 -, X, .. ) is left when aworkflow server of typej fails, and the state (X, ..., (X; — 1),...) is entered.

Analogously, when aworkflow server of typei completesitsrestart, the value for server typei isin-
creased in the target state of the firing transition. The failure rates and the repair rates of the server types
are the corresponding transition rates of the CTMC. Note that non-exponential failure or repair rates
(e.g., anticipated periodic downtimes for software maintenance) can be accommodated by refining the
corresponding state with non-exponential residence time into a chain of exponential states [Tij94].
With the CTMC at hand, we are able to calculate for every state of the WFMS its steady-state probabili-
ty by solving a system of linear equations [STP96]. From these probabilities, we can then derive the
probability distribution of the number of available workflow servers for each server type, and thus the
server type's steady-state avail ability.

5 Performability model

In this section, we briefly sketch a performability model that allows us to predict the performance of the
WFM S with the effects of temporarily non-available servers (i.e., the resulting performance degrada-
tion) taken into account.
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Our performability model isahierarchical model constituted by a Markov reward model (MRM) for the
availability CTMC and the performance model presented in Section 3. The probability of beingin a
specific state of the WFMS is given by the availability model presented in Section 4. As state-specific
rewards, we use a function that assigns to every state of the availability CTMC the mean response time
of service requests of the WFMS in the current state. The steady-state analysis of the MRM delivers the
expected value for the response time of service requests for a given configuration of the WFMS
[STPO6].

6 Summary and Outlook

In this paper, we have discussed three models to derive quantitative information about performance,
availability, and performability of distributed workflow management systems (WFMS) configura-
tions. These models form the core towards an assessment and configuration tool for enterprise-wide,
large scale WFMS. We are in the process of implementing such atool. Thetool consits of four compo-
nents. mapping of workflow specification onto the presented models, calibration by means of statistics
from monitoring the system, evaluation for given input parameters, and the computation of recommen-
dations with respect to specified administration goals. When the tool is to be used for configuring a
completely new workflow environment, most input parameters have to be inetellectually estimated by a
human expert. Later, after the system has been operational for awhile, these parameters can be automat-
ically adjusted, and the tool can the make appropriate recommendations for reconfiguring the system.
For afirst evaluation of our overall approach, we have defined a WFM S benchmark [GMW+99] and
we are conducting measurements of various products and prototypes, including our own Mentor-lite
system. These measurements will serve as afirst yardstick for the accuracy of our performance assess-
ment model.
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Abstract

In large workflow managemensystemgWfMS), it is particularlyimportantto control workflows
(WF) in anefficientmannerA very critical factorwithin this contet is theresultingcommunication
overhead For this reasonwe have developedan approachor distributedWF control, which triesto
keepthe communicationoverheadlow. In this paper this approachis describedand examinedby
meansof a simulation.

1 Intr oduction

Enterprise-wideandcross-enterpris&/F scenariosirecharacterizedby a large numberof usersand

mary concurrentlyactve WF instancesThereforethe WF seners have to copewith a high load

in total. Furthermorejn suchan ervironment,the differentorganizationalunits (OU) are often far

away from eachotherandconnectedy slow wide areanetworks(WAN). For this reasonthe load

of thecommunicatiorsystems anextremelycritical aspectBecausef theresultingcommunication
overheada centralizedWF controlis often not applicable(at leastnot at reasonableosts).Another
reasoris thatthe WF systemausedareoftenvery heterogeneoushich makesa centralizedVF con-

trol rathercomplicatedf not evenimpossibleln the ADEPT project we, therefore have developed
anapproachor distributedWF controlwhich addressethesessues.

In the next section,someapproachefor distributedWF managemendre presentedndthe distribu-
tion modelof ADEPT is describedIn Section3 the differentdistribution modelsare comparedoy
meanof asimulation.Section4 discusseselatedwork andSections concludesvith asummaryand
anoutlookon futurework.

2 Distribution Models

In this section differentapproachefor distributedWF managemerdrepresenteéndanappropriate
modelfor enterprise-wid@ndcross-enterprisesagds developed.

! ADEPT standgfor ApplicationDevelopmenBasedon Encapsulated®re-ModeledProcesg emplates.



2.1 Distrib ution of Entir e Workflows

Thesimplestapproactior distributedWF managemeris to controla WF instancealwayscompletely
by oneWF sener. This canbedone,e.g.,by distributing the WF controlto WF senersby WF type.
Thatis, whenerera WF instanceof typez is startedjt will becompletelycontrolledby theWF sener
responsibldor workflows of thistype.By doingso,thetotalloadis dividedupamongthe WF seners.
This approactworkswell if almostall actorsperformingthe actiities of oneWF belongto thesame
Oou.

2.2 Partitioning of Workflows

If the actorsof the differentactivities of a WF aregeographicalljocatedfar awvay from eachothet
the distribution model describedabore generatehigh communicationcosts.The reasonis that all
actiities of a WF instanceare controlledby the samesener and, therefore have to communicate
with this sener (even if this sener is far away). In suchcasesit would be favorable,if for each
activity a WF sener which is closelylocated(at bestin the samesubnet)}o the actorof the actiity
couldbeused.

To achieve this goal,the WF is partitionedandeachpartition is assignedo that WF sener whichis
locatednext to the potentialactorsof the actiities belongingto it (c.f. Fig. 1). At run-time,whenthe
controlmavesfrom onepartitionto the next, a migration becomesecessaryThe currentstateof the
WF instanceg(WF control dataandthe valuesof the dataelement$) is transferredo the WF sener
of the subsequenpartition. Subsequentlythis WF sener takesover the control of the WF instance.
Migrationsarenotfor free,however. They alsocausecommunicatiorcostsandcontributeto thetotal
load of the WF seners.In ADEPT, therefore migrationsareusedonly if they are profitablein the
sensethat they improve the total communicatiorbehaior. For example,in mostcasest doesnot
makemuchsenseo migratea WF instanceto anothersener and backagainjust for the execution
a singleactiity which is performedby an actorof anotherOU. Thesetwo migrationscausehigher
coststhanto controlthe activity by anunfavorablesener. For a WF designerit is difficult to decide
which arethemostappropriatesener assignmentfor theactuities. For thisreasonADEPT supports
the WF designemy sophisticateduild-time componentswhich calculatethosesener assignments
whichwill leadto aminimizationof thetotal communicatiorcostsat run-time(see[BD97)).

—
normal control
flow

| WF server 3

subnet 3

—i—>
control flow
and migration

T " T

domain 3

Figure 1 Partitioningof a WF schemaanddistributedWF execution.

2The WF schemanformationitself is completelyreplicatedat all WF seners.Therefore pnly the relevantinstancein-
formationhasto betransferredo thetamgetsener. Opposedo the WF schemaWF instancenformationis notreplicatedor
storedcentrallyin orderto avoid synchronizatiomverheadr (long distancefommunicatiorduringthe“normal” execution
of WF actwities (i.e., executionwithout migration).
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2.3 Variable Server Assignments

Theapproacldescribedn Section2.2is reachingts limiting factorsif aWF containgdependenactor

assignmentgc.f. activities 2, 3, and4 in Fig. 2). Considetthe casewherea hospitalhasseveralwards
of thesametypeandwhereapatientis (moreor lessarbitrarily) transferredo oneof thesewardsafter
his admissiorin theemegengy room.Thesubsequerdctiities 2, 3, and4 (c.f. Fig. 2) will thenonly

be performedby the medicalstaf of this ward. At build-time, however, it is not known which actor
andthuswhich ward will be selectedn actiity 1 (at best,probability considerationsre possible).
This meansijn turn, thatno suitable(static)sener assignmentsor this WF canbedetermined.

role = same OU as act. 1 same actor same OU as act. 1
nurse Orole = physician as act. 2 Uxble = nurse
tragsfer il examine 2 write medi- 3 prepare 4
patient to . patient for —»
patient cal report .
ward x operation
emergency room ward x ward x ward x

Figure 2 Exampleof a WF with dependenactorassignments.

In principle, problemsof this kind could be solved by determiningthe sener assignmentsully dy-
namicallyatrun-time.l.e., afterthe completionof eachactiity a computatiorto determinethe most
appropriateVF sener for the subsequenactivity or activities takesplace.In doing so, onewould
(basically)achieve the optimal distribution, sinceat this point in time mostinformationis available
for thisdecision.Unfortunatelythis approachs notfeasiblebecaus®f performanceeasonsin gen-
eral. At run-timethe WF senershave alreadyto managea high workloadand shouldthereforenot
be burdenedwith additional(and partially rathercomplex) computationgo determinethe optimal
distribution.

Variable serverassignment$BD98b, BD99a] are a compromisebetweenstatic sener assignment
at build-time and dynamicsener selectionat run-time: At build-time, a logical sener assignment
expressions determinedvhich only hasto be evaluatedat run-time.In the exampleshowvn in Fig. 2,
the sener assignmentgor the activities 2, 3, and4 resultas:" sener in the domair? of the actor
performingactiity 1" . After the completionof actiity 1, its actorandbecausef thatalsothe OU
(i.e.ward)for theactorswho shallperformtheactiities 2, 3, and4 areknown. Thereforeatthis point
in time, the WF sener of the right OU canalwaysbe chosernto control theseactvities. This means
thatinformationis usedwhich wasnotexisting at build-time andalsonotat the pointin time this WF
instancewasstarted.Thereforethis approaclis morepowerful thanmerestaticsener assignments.

In ADEPT thefollowing sener assignmengxpressiongareusedat present:
1. ServAss, =" S5;"
Sener S; is staticallyassignedo actiity & (c.f. Section2.2).
2. ServAssy =" Server(z)"
Theactiity k shallbecontrolledby the samesener asactvity z.
3. ServAssy =" Domain(Actor(z))"
Activity & is assignedo the sener which is locatedin the domainof the userwho hasexecuted
actvity z.

3 A domainis a subnetogethemwith the correspondingVF senerandclients.
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4. ServAssy =" f(Server(z))" or ServAssy =" f(Domain(Actor(z)))"
A function f canbeappliedto senerassignmentsf type2 and3.

5. ServAssy = ary givenexpressionwhich doesnot correspondo type 1-4
The WF designemayspecifyown sener assignmenéxpressions.

The ADEPT WfMS is supportingthe WF designerin determiningthe mostappropriatesener as-
signmentexpressionAt build-time, on requestthe optimal (variable)sener expressionf type 1 -
4 for this type of WF arecomputed At run-timeof a WF instanceonly theseexpressionsave to be
evaluatedwhich canbe donevery efficiently. Thereforetheload of the WF senersis only negligible
higheraswith staticsener assignmentdyut the communicatiorcostsaresignificantlyreducedBe-
causeof lack of spaceijt is not possibleto describehe computatiorof theoptimal senerassignment
expressiongn this paper Theinterestedeadelis referredto [BD98b, BD99a].

3 Evaluation

Dependentctorassignmentsccurin mary applicationdomains.Takethe processingf aloanre-
guestat a bank,for example.Mary stepsof the examinationof this requestakeplaceat the branch
office of the customerTo comparethe distribution modelsdescribedn Section2, we usea (sim-
plified) clinical WF. The comparisoris basedon a simulation(for detailsandothersimulationssee
[BD99b]). The actorsbelongto 7 OU. To eachOU belongsone subnet(and one WF sener in the
distributedcases)The WF consistof a sequencef thefollowing actiities:

3 actvitiesin theemegengy room

1 actwity to beperformedby award physician(hetransferghe patientto his ward 1-5)

5 actwitiesto be performedby a physicianof thiswardz

1 actwvity to beperformedn thelaboratory

5 actiitiesto beperformedby a physicianof wardx

The simulation presentedsubsequentlys only usedto comparethe different distribution models.
It wasnot the intentionto detectoverloadsituations.For this reason,even for the centralcase,it

is assumedhatthe WF sener is not overloaded The dataproducedby the simulationare usedto

calculatethetotal load of the WF seners,theload per WF sener, the load per subnetandthe load
of the gateavays.Fig. 3 showvs a graphicalrepresentatioof theresult. Thevaluesarenormalizedn a
way thattheloadof the centralcaseresultsas100.

3.1 Central WF Server

Theload of the singleWF seneris definedas100. The sameappliesto the averageload per subnet
andto theload of the gatevays.The centralWF sener is locatedin exactly onesubnet.This means
that this subnetis burdenedwith the whole communicatiorof this centralWF sener. Therefore,it
representa potentialbottleneckThisirregulardistribution of theloadleadsto the highload 387.1of
this subnetwhereaghe othersubnetsareonly burdenedwith 52.1 on the average (Thatis, we have
(asdefined)an averageload of 100 over all subnetsput have a peakof 387.1in the subnetof the
sener.)
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M total load of all WF servers
M average load per WF server
O average load per subnet

U total load of the gateways

(387.1)

100.0 100.0 100.0 100.0  100.0 100.0 100.0  101.9 99.6 980 1019
100 T -

central WF server distribution of whole WF  static server assignments  variable server assignments

Figure 3 Resultof the simulationof a clinical WF for differentdistributionmodels.

3.2 Distrib ution of Entir e Workflows

If alwaysentireWF areassignedo the WF seners,thetotalload of the WF senersis the sameasin

the centralcasebecausehereareno migrationsaswell. By doing so, this loadis divided up among
the 7 WF senersof the WfMS, in principle!. Therefore theload perWF seneris 14.3,whichis the

bestvalueof all distributionmodels.Theloadof thesubnetandtheloadof thegatevaysareidentical
to the centralcasebecausen both caseshe sener of ward 1 is used.The bottleneckin the subnet
of the WF sener, however, doesnot exist ary more,sincedifferentWF typesmay be controlledby

differentWF seners.

3.3 Static Server Assignments

If the WF is partitioned migrationsbecomenecessarye.g.,thereis a migrationfrom the WF sener
of theemegeng roomto the WF sener of theselectedvard). Thisresultsin ahighertotalload of the
WEF seners.Thisload, however, is sharecamongsereral WF seners.Theload of thesubnetsandthe
load of the gatavaysarereducedbecausappropriataVVF senersarechoserfor the partitions.Since
staticsenerassignmentarehardlysuitablefor the WF consideredtheimprovementsarevery small.

3.4 Variable Server Assignments

Variablesener assignmentallow to controlactities performedoy a physicianof wardz by the WF
senerof thisward.Becausef this, theloadof thesubnetandtheloadof thegatevayscanbereduced
significantly Theload of the subnetdgs almosthalved (57.8).Nearlyall the communicatiorbetween
WEF sener andclientcannow be handledwithin onesubneinsteadof two subnetgthe subnetof the

41n this simulation however, oneWF senerwasburdenedvith thewholeload,becauseve have simulatedheexecution
of instance®f only oneWF type.



WEF sener andthe client). Gatevay communication®ccurvery seldom(4.4) becauseariablesener
assignmentalwaysallow to selectthe WF senerin theappropriatevard.

A goal of ADEPT is to reducethe communicatiorioad. The simulationhasshown thatthis canbe
achieved by the useof variablesener assignmentsA disadwantages that the total load of the WF
senersincreaseslueto the migrations.The useof additionalWF seners,however, cancompensate
this effect.

4 RelatedWork

This sectiongivesan overview of differentapproachesor distributedWF managemenDueto lack
of spacethe conceptdeyondtheseapproacheareonly briefly mentioned A moredetaileddiscus-
sion canbefoundin [BD98a,BD98h BD99b]. Someresearctprototypede.g.,PantaRhei [EG96],
WASA [WHKS98]), which do not primarily considerscalabilityissuesandmostof the commercial
WIMS usea centralWF sener. Anotherextremeis acompletelydistributedsystem(Exotica/FMQM
[AMG *95], INCAS [BMR96]). The machineof the usercurrentlyperformingan actiity alsocon-
trols the WF instance Thereforethereis no needfor any WF sener.

Thereare several multi-sener approachedn METUFlow [Dog97 the WF instancesare controlled
in a distributedmanner It is not discussedhowever, how the locationfor a WF sener is chosen.
The Exotica/ClusterapproachAKA ¥94] and MOBILE [HS96] assignWF senersto whole WF

instancesln addition,MOBILE enablesemoteWF senersto controlsubprocessgSNS99].MEN-

TOR [MWW *98], WIDE [CGS97],CodAlf, BPAFrame(both [SM96]) andMETEOR, [DKM *97]

useWF partitioning. The partitionsare statically assignedo WF seners.In addition, CodAlf and
BPAFrameusea traderto selectone of the assignedNVF seners at run-time. The TEAM Model

[Pic98] discussethe treatmenbf cooperationdetweerautonomougnterprisesActivities are(stat-
ically) assignedo the WF sener of the correspondingenterpriseTo our bestknowledge ADEPT is

theonly approactihatusesvariablesener assignmengxpressions.

5 Summary and Outlook

In orderto avoid overloadingof the WF senersandof the communicatiometwork, distributedWF
controlin enterprise-wideapplicationscenarioss indispensableThis requirespartitioning of WF
schemasndmigrations.The communicatiorbehaior canbe furtherimprovedif variablesener as-
signmenexpressionareused Theseexpressionganbe determinedat build-time, allow theselection
of asuitableWF sener to keepmostof the communicatioriocal within the samesubnetandrequire
almostno additionaleffort atrun-time.

In cross-enterpris®VF applications/Pic98, the actuities shall be controlledby the WF sener of
the enterprisethe actwities “belong” to, in mostcasesFor this reasonjf differentactuities of the
sameWF are performedby actorsof differententerprisesthen partitioningof WF and migrations
arerequired.If anactvity maybe performedby actorsof morethanoneenterprisethenstaticsener
assignmentarenotadequatéVith variablesenerassignmentst is possibleo assigrsuchanactiity
to aWF senerdepending@nWF instancedata;i.e.,the WF senermaybelongto differententerprises.
The decision— which enterpriseperformsandcontrolsa specificactivity — may dependon previous
actiities (e.g.,the actor of the actiity “selectjob”) or it may dependon WF data(e.g.,the data
element‘contractor”).
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In additionto scalability and performanceaspectsthe treatmentof heterogeneitys importantfor
the supportof enterprise-widendcross-enterpris&/fMS. This problemmustbe solvedby defining
appropriatestandardgor the interoperabilityof (heterogeneoud)fMS. Whatkind of functionality
shouldbeofferedin orderto adequatelpupporsuchscenariosindercommunicatioraspecthiasbeen
discussedn this paper Certainly alot of otheraspectslike transactiorsupporlLey97] to guarantee
therobustnes®f the WfMS or the possibility to adaptrunningWF instance$RD98, RBD99] to deal
with exceptionalcasesarealsovery important.
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Abstract

Today most of the workflow management approaches focus on centralized business processes
that are being carried out within one orgaization.However, business practice demand that more
and more inter-organizational processes have to be considered. Therefore we developed an ap-
proach for a decentralized process management basing on the concept of process model frag-
ments. The goal of the approach is especially to consider the autonomicy of the organizations
that participate in inter-organizational processes. A process model fragment is related to an or-
ganization and describes the part of the process the organization (resp. its human agents) is re-
sponsible for. By interconnecting process model fragments the information exchange between
the organizations is described. The concept that is proposed in this paper is generic an can be
adopted to many workflow management approaches.

1. Introduction

Within the last years workflow management has become a technology that is being more and more used in order
to support business processes. Based on an enactable description of the processes, so called workflow model, the
processes are being supported by workflow systems that usually interpret the processes, assign to the various peo-
ple involved in the process the tasks they have to perform, and, provide the tools and objects that are needed to
perform the tasks. Thus workflow systems drive and monitor the business processes.

Various approaches have been developed for managing business processes. What is common to these approaches
is that they nearly all focus on the management of what we call centralized business processes, processes that run
in one organization mainly at one geographical location. However, there are several arguments showing that a cen-
tralized approach turns out to be inappropriate for managing many of the larger scale industrial processes:

* Processes run across different geographical locations
Various processes are performed in companies that are spread over different geographical locations. Coordi-
nating these processes from one central point makes the complete workflow management application depend-
ent on the connections between the organizations. A breakdown of the central system or the
telecommunication lines between the locations would turn down the complete process in all locations.

e Processes run across different organizational units or even different cooperating partners
In different application areas, such as for example in the automotive industry, business processes are spread
over different organizations or even completely independent companies that cooperate in order to produce a
common product or service. These partners operate independent from each other on their own ,local” process
parts, furthermore they have agreed on process interfaces on a contractual basis. Since (partial) autonomicy is
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an important goal for the different partners a central process description would not be accepted among them.
Furthermore, autonomicy is very important in virtual organizations and in the area of e-commerce especially
in business-to business scenarios.

« Heterogeneous workflow systems are being used
Different partners that work together in a common process partially have their individual workflow system
installed and running. Thus an approach that enables an interoperation of heterogeneous workflow applica-
tions (i.e. applications coming from different vendors) is needed.

Deriving from these requirements we developed a decentralized process management approach. This approach
starts from the assumption not to concentrate the process information of the various cooperating partners in one
model but rather to develop individual process models for the different cooperating partners. We will call these
individual process models process model fragments in the following. The fragments are the process definitions of
the (partially) autonomously operating partners that have to be fitted with interfaces in order to arrange the overall
coordination.

Within this paper we are going to briefly sketch the concept of process model fragments and the interconnection
of these fragments towards decentralized process models. This generic concept is part of the concept of fractal
process management which is described in [Lind99]. Beside the process modelling the whole concept considers
also organizational aspects, a fractal process life cycle and a system architecture which considers the components
of a fractal process management including security issues.

2. Process model fragments

The previous section gave a brief motivation for the development of a decentralized process management approach
dealing with inter-organizational processes. To support these processes we need a concept capable to deal with or-
ganizational frontiers, autonomous organizatilot‘rmt participate in the process, and, heterogeneous environ-
ments. The main idea behind that is to extend process management towards managing cooperating partners each
of which staying independent from the others as much as possible (e.qg. in virtual communities). Thus the aspects
of autonomy of partners and coordination among partners have to be balanced well. The notion of autonomy that
we use here is derived from [Warn95] addressing vitual, self-contained, self-organizing units that pursue own
goals.

The basic idea of our approach is to build up process fragments that are as independent as possible from each other.
A process fragment has interfaces that are used to connect the fragments together. These connected process frag-
ments represent the inter-organizational process. Each process fragment is related to an organizational unit that is
responsible for the fragment. The fragment contains all activities the organizational unit has to perform during en-
action of the process. The organizational unit can autonomously describe the fragment and enact the fragment.

There exist several approaches that focus on the subdivision of a given process into pieces. For example, in the
Exotica/FMQM project [AMGA95] the subdivision of a process is based on a formerly completely described proc-
ess model. The basic idea there is to build sets of activities that have to be performed at the same “place” (place is
the server, the responsible users are connected with). Each set of activities is transferred to the appropriate server.
In [GrGr95] a process model is subdivided into pieces that afterwards can be extended. In [NSH98] the subdivision
is based on the hierarchical decomposition of a process. An activity of a process can be refined by a another proc-
ess. During enaction each process is enacted on one of the available enaction servers. [BaDa97] focuses on the dis-
tribution of the enaction of a process to optimize the available resources. [GAHM98] introduces a collaborative
editing approach to describe distributed software processes. All these approaches do not consider the “autonomy”
of the organization that participate in the process. [LUWh99] use gateways to support cross-organizational work-
flow management. This approach considers the privacy of the organizations which is similar to the autonomy we
want to support but they focus on the system architecture but does not consider synchronization aspects, complex
documents types and the description of interfaces in the process model.

To support inter-organizational processes the process fragment approach has to consider the following require-
ments:

1. Each participating organizational unit has to be able to model, analyse and enact its part of the process auton-
omously. Then the organizations can hide their processes from other organizations. In virtual environments the

1. Inthe following we use the term organization to describe both, organizational units in large organiza-
tions and organizations as a whole.
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internal business processes are one key competence of the organizations they want to preserve from the other
organizations.

2. Each process fragment interacts with other fragments. Like a process a process fragment needs a set of input
documents it works on and produces a set of output documents. The input documents are provided by other
process fragments and the output documents are used by other process fragments. However the passing of
inputs and outputs between fragments is not restricted towards a ,procedure interface”. We rather have to dis-
tinguish between start-up inputs and termination outputs, i.e. documents that are necessary inputs for starting a
fragments and documents that are produced as result of the fragment and intermediate inputs / outputs, docu-
ments that are being exchanged during the fragments operation.

3. Each participating organization uses its own process management approach. Therefore the process fragment
approach must not focus on one specific process management approach. It should be generic to be imple-
mented in various existing process management approaches.

agent/ consists of (Cons)

group of agents (Aqg)

is responsible for (Res]is performed by (Per)

is refined by (Ref)

is predecessor of (Pred
o needs (Ne service (S)
activity (A) upports ( (tool)

is produced by (Pr)is used by (Us)

is followd by (Fo)

relation-

document (D)

*is a(l)

document type (DT)

figure 1: General metamodel for process models

To fulfil theses requirements we introduce the concept of process fragments. They are described by extended proc-
ess models. The extension describes on the one hand the interface, the process fragment uses to interact with other
fragments and on the other hand provides additional information for the analysis and enaction of the process frag-
ments. The interface description is public. It is used by other organizations to connect process fragments. The se-
quence of activities of a process fragment is private to the organization. It is not published to other fragments.

The development of the approach is based on the general metamodel in figure 1. This metamodel has been derived
from the models presented in [Deit93] and [Jabl95]. Additionally we consider services and agents. So opposite to
the general process description languages like WPDL [WfMC97], PSL [MSID98], PIF [LGIJM96], CPR [PeCa97]
this metamodel does not describe all aspects of a process model, e.g. transition rules or complex organizational
structures of the agents.

The following process model fragment definition is based on the view based FUNSOFT [DeGr98] approach and
the aspect based approach MOBILE [JB96]. These approaches subdivide the description of a process model into

1. The assumption for the model development is as follows: The cooperating partners meet in an initial
design phase and thereby agree upon the overall process model goal, the main interfaces, etc. Then, the
model definition of the individual fragments takes place autonomously. Interfaces are checked and
made fitting. Thus, the meaningfulness of the whole process model is achieved by the process model
development lifecycle (see [Lind99]).
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different views (aspects). Each view focuses on one aspect of the description. Examples of views are structural
view (functional aspect, behavioural aspect, information aspect), service view (operational aspect) or the project
management view (organizational aspect).

We define a process model as follows:
Definition 1: Process model PM = (StV, SV 1V OYwith
StV = (A Pred Fgo Ref Pr Up s the structural view,

SV=(S Ne Su M Ma is the service view,
IV = (D,DT, 1) is the information view and
OV = (Ag Cons Per R8s is the organizational view.

The subdivision of the process into process fragments that we focus on within this paper is related to the control
flow and the data flow. For this we have extended the structural view in order to describe the interfaces of a process
fragment. The control flow describes the sequence of activities and the data flow describes the documents the ac-
tivities consume and produce. In an inter-organizational process we have inter-fragment control flow and inter-
fragment data flow. Both have to be described in the process model fragment.

To describe the inter-fragment control flow we introduce a new entity in the metamodel called events. This is nec-
essary because the control flow ((Fo) and (Pred) in figure 1 are relations between activities. Since we want to hide
the activities of a process fragment a description serving as a substitution is needed. An event can be produced or
consumed by activities. In figure 2 the description of inter-fragment control flow is shown in an example.

“internal” control flow —

activity 1

inter-fragment control flow !
connéction

[ activityd ] eventl | event2 [®{ activity2 |
produced consumed
|
fragment 1 fragment 2

figure 2: description of inter-fragment control flow with events

To integrate the events in the metamodel we define a new entity and two new relations between the entity “event”
and the entity “activity”.

To describe the inter-fragment data flow no new entities are needed. There is rather the task to handle the proper
transfer of documents (incl. document type mapping) between the different fra&m‘ﬁmsefore, the documents

have to be described in detail in the interface description in order to ensure that the receiver of a documents gets
the document he expected. The documents that are passed between activities in the process fragment have no in-
fluence on the inter fragment data flow. The main problem is to describe the structure and the semantics of a doc-
ument on both sides. The sender has to describe what documents he will provide and the receiver has to describe
what documents he needs. In several application domains there exists standards that describe documents, e.g.
CDIF, STEP, EDIFACT. These standards describe the structure and the semantics of documents. In other applica-
tion domains no standards exist.

In order to describe the documents in the inter-fragment data flow we introduce an external document type descrip-
tion language (DTDL) which is based on the OMG IDL. We removed the method descriptions of IDL and inserted
a mechanism to consider the existing standards. Due to the limited space in this paper we only give a short example

1. The abbreviations in the definition can be taken from figure 1.

2. Of course, document types also have to be described within the fragments. However, this is being done
in the languages of the approaches that model the resp. fragments and, thus, no subject of discussion
for the scope of this paper.
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of a DTDL document description:

documenttype order: business_transaction{ // Inheritence

EDIFACT::Bil bim—standard DT___ rctation1>:

IMC:vcard customer;
Date delivery_data<annotation2>;
} ordering_documents;

typedef sequence <EDIFACT::Delivery> single_deliveries

attribut ordering_documents MyaBill;

figure 3: Example of a document type definition with DTDL

Similar to the document type problem there are other aspects to be described in order to define what a fragment
expects and what a fragment offers:

Number of documents.

Whenever more than one document, e.g. a set of documents, has to be transferred, a minimum and a maximum
number of documents has to be described. Some approaches use containers of documents to describe the data
flow, e.g. the Petri-net based FUNSOFT [DeGr98] approach. Other approaches describe each document with
one entity in the process model like LinkWorks.

Copy or move.
In some cases it is necessary to specify that a copy of a document has to be transferred and the original docu-
ment remains in the sending fragment.

Optional or required.
Sometimes not all documents are expected. Some may be optional, e.g. for a credit request in case of a large
credit amount some optional reports have to be transferred.

Fragment identifying document.

Sometimes it is necessary to determine the receiving fragment (see below). In this case a fragment identifying
document can help to do this. For example, an application can identify the appropriate process fragment with
the application number.

Informal annotation.
Due to the fact that the semantics of a document cannot be described any time we consider an informal, multi-
media annotation to describe further information of a document.

Summing up the general metamodel has to be extended by new entities, relations and by attributes in order to cope
with process fragments. The extended metamodel is shown in figure 4:
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agents consists of (Cons)

group of - (Ag)

is responsible for(Res) is performed by (Per)

is refined by (Ref)

occurs if(Oc) )
is predecessor of (Pr

. lneeds (Ne! E service (S)
event (E) activity (A) DporES ( (tool)

Kind |Ann

is followd by (Fo)
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starts if (St)
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entity
attribut

document (D)
Ext Acc
Minj, Max,,
Minggt MaXoyt
Opt Ann

eDT FID
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¥ is a()

document type (DT)

)

relation

figure 4: Extended general metamodel

The process model fragment is defined as follows:
Definition 2: Process model fragmefeMF5 = (PM', ER 1V, Cor)  with

PM' = (PV',SV, DV, OV}isaprocess model that consists of an extended processRiv (extended by
the relations (St) and (Oc)), a service visN  , a data viBW and a organizationaOM\éw ,

V = (E Kind Re] Ext Acc Mip, Max,, Ming,, Ma);% , Opt, Ann eDT HoJ is the

new interface view that describes the interface of the process frag ﬁ is the external representation of the
process model fragment that describes the process nféiié! in a simplified representation. With this external
representation the organization can decide how much details about the internal activities are to be published. Fur-
thermore during enaction the state of the process fragment can be queried. The external representation is complete-
ly independent from the process modeM’ Con is a structured set of connection points of the process model
fragment. These connection points are used to connect the process model fragments. Each connection point con-
sists of a set of events and external documents.

An inter-organizational process consists of several process fragments. So the description of the whole process con-
sists of a set of process model fragments that have to be connected in order to describe the control flow and data
flow between the fragments. Such a complete description does not need to exist at process model build time be-
cause sometimes not all fragment information (or even the fragments at all) are known at that point in time. Con-
sider e.g. the complex process of developing and producing a new car. Such a process lasts a long time, sometimes
several years. Even the organizations that participate in the production of the car are not known all at the beginning

1. The attributes FID (fragment identifying document) an Result (specifies a special kind of output docu-
ment) is part oHor , the description of horizontal connection points.
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of the process. So is has to be possible to complete the process description even during its enaction. Therefore it is
possible to leave interfaces unconnected at the start of the enaction. During run-time the process engine has to con-
sider the interfaces and to notify the process modeller in case of an unconnected interface. Due to the fact that a
description of the whole process often does not exist in advance only limited possibilities for analysis exist, e.g.
deadlocks that are spread over several process fragments can't be comphigdan’t be avoided because oth-

erwise the autonomy of the participants will be violated. Taking into account this autonomy requirement partially
consistency and correctness has to be assured by introducing organizational rules in the process management life-
cycle [Lind99].

There exist two major types of connections between interfaces of process fragments. On the one hand we consider
vertical connections. This type of connection allows the hierarchical refinement of activities of a so called father
process fragment by child fragments. It is a connection between an activity in the father fragment and a child frag-
ment. This type of connection is similar to the approach in [NSH98] and to the hierarchical connection scenario of
the WEMC [WfMC96]. We extend these approaches by the multi-vertical connections that allows one process frag-
ment to be connected by more than one vertical connection (cf. figure 5, in this example we do not use events to
describe the inter-fragment control flow)

= document

Al = activity

(Father)Fragment A

-- P =data flow

i —® = control flow
connection of input

and output documents

(child)fragment B

figure 5: Multiple vertical connection

The other type of connection is the horizontal connection. This type connects documents and events. By that the
passing over of documents and events can be described. This kind of connection is similar to the discrete connec-
tion of the WfMC. In figure 6 an example of a horizontal description is shown.

1. In[Aals98] the verification of interorganizational workflow is discussed. This approach is based on
petri nets. All process fragments have to be described by petri nets and the verification uses the whole
petri nets so the autonomy requirement is not assured.
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fragment 1 connection fragment 2 _ activity

£ relatlon
! i local document

fragment 3 control flow/data flow

e

Output document —— @

AN

figure 6: Horizontal connection of three fragments

Input document

In the process model fragment we define the description of offered and expected connections using the rela-
tionCon. This relation is a set of alternative connections a process model fragment offers resp. expects. Due to
the limited space in this paper we cannot describe all features of the connection process in more detail. However,
the connection of the process model fragments is a negotiation process. The organizations that want to connect their
process models have to ensure that the corresponding interfaces fit together. This negotiation process is supported
by the attributes we introduced in the interface description. Based on these attributes we defined a set of consistency
rules that have to be considered in order to specify valid connections. Each organization stores the connections lo-
cally. This is necessary to fulfil the autonomy requirements.

With the process model fragments each organization can autonomously describe its part of a inter-organizational
process independent from the other participating organizations. Only the interface descriptions are published. So
we fulfil the requirements we listed at the beginning of this section. The general metamodel is independent from
any existing process model approaches, thus it becomes possible to implement it in different workflow systems.

3. Summary

With the concept of process model fragments inter-organizational processes can be described. The concept consid-
ers the autonomicy of the participating organizations. In this paper we described the modelling of inter-organiza-
tional processes. Furthermore we developed an architecture that extends existing process management systems in
order to model, analyse and enact inter-organizational processes. First components of the architecture have been
developed and implemented in the project VORTEL [BDFL96]. In this project we integrated the CORMAN Sys-

tem based on the FUNSOFT approach and the Systems LinkWorks and FlowMark focusing on the enaction of
workflows. [Henn9§ focused on an architecture for supporting a decentralized process modelling. He introduced
various traders (based on the CORBA technology) that allow to find process models of cooperating partners that
can be matched, that allow a negotiation on the interface, and, that allow to match object types of the interface of
different fragments.
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1 Introduction

Traditionally, workflow management deals with controlling the execution of application processes
according to pre-defined specifications, known as workflow schemas [3, 8, 13]. This approach is well
suited to support application processes with fairly static control structures. Real-world application
processes, however, are not static in general. In contrast, they may require dynamic modifications to
react quickly to new challenges imposed by the environment of the application process. While the
exact definition of flexibility in workflow management systems is still under discussion [12, 7], it is
widely accepted that dynamic modifications — or adaptations — of running workflows is an important
feature of a flexible workflow management system [10, 2, 11]. This extended abstract sketches the
conceptual design and implementation of dynamic modifications in the context of the WASA project
at the University of Muenster.

2 TheWASA, Approach

We use a workflow language based on process graphs, similar to those used by IBM’s MQSeries
Workflow (formerly IBM FlowMark). Workflows can be atomic or complex, there are data flow and
control flow constraints between workflows, and technical and organizational information is ttached to
workflow schemas. WASAis based on an object-oriented approach: Workflow schemas and workflow
instances are objects, which are characterized by a state and a behavior and which communicate with
each other by sending and receiving messages. This general approach allows the flexible re-use of
workflow schemas as sub-workflows in different complex workflow schemas, such that the embedding
of the different occurrences of a workflow schema can be different with respect to its start condition
and control flow and data flow constraints.

The object-oriented design and a distributed object middleware allow distributed workflow exe-
cutions, such that workflow objects of a given workflow application can reside in different sites of a
distributed computing system. In this case, workflows are controlled in a distributed manner without
the need for a centralized workflow engine, which can become a performance bottleneck in large-scale
workflow applications. In terms of flexibility, modeling workflow schemas and workflow instances as
objects allows to change the association of a workflow instance with its controlling workflow schema.
Hence, during its life time, a workflow instance can be controlled using different workflow schemas.



Horizontal Data Back to ToC
Connector
Parameter

=

S ©

< e

£ =]

Control B 2
Connector °

Input Output

Parameter Parameter
sourcﬁ destination
sub-version
WF-SubWF
source WI! Relationship version
dest. WF super-versiory
Workflow
sub-workflow Model
instance-of
$ Instance
I |
super-workflow
Complex Atomic

Figure 1. WASA Workflow Meta Schema (Simplified Version).

The remainder of this section sketches the conceptual design of the system, which is specified in
a workflow meta schema; a simplified version of the WAS¥orkflow meta schema is shown in
Figure 1. Due to space limitations, we do not elaborate on different modeling alternatives for object-
oriented workflow management systems [14], and we only discuss the parts of the workflow meta
schema which are relevant for dynamic modifications.

The workflow class is in the center of the WASWorkflow meta schema; it contains workflow
schema objects and workflow instance objects. Workflows can be either atomic or complex. The work-
flow hierarchy (i.e., the relationship between a complex workflow and its sub-workflows) is modeled
by the WF-SubWF Relationship class, which defines a relationship between a complex workflow and
a workflow, which can be complex or atomic. Workflow schemas and workflow instances are iden-
tified by states. The relationship between a workflow instance and the respective workflow schema
is represented by an instance-of relationship. Each workflow schema can be associated with multiple
workflow instances, while each workflow instance is associated with exactly one workflow schema
at any given point in time. This relationship allows the flexible assignment of workflow instances to
workflow schemas, as will be discussed in more detail in the remainder of this extended abstract.

Other parts of the meta schema deal with control connectors and data connectors; a control connec-
tor relates two WF-SubWF Relationship objects, defining execution order of the respective workflows.
Each workflow has a set of input parameters and a set of output parameters, whose commonalities are
represented in a Parameter class. Horizontal data flow represents data flow between workflows of a
common super-workflow, while vertical data flow represents data flow between a super-workflow and
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and its implementation based on CorbaServices is presented in [15].

3 Dynamic Modificationsin WASA;

The ability to dynamically modify the structure of running workflow instances is an important feature
of a flexible workflow management system, since it allows running workflow instances to adapt to
changes in the environment. In this context, “environment” refers to the market environment of pro-
cesses, including new services provided by competitors, new and faster or more cost efficient ways to
produce or deliver goods, and providing new services or parts thereof. Besides changes in the mar-
ket, there may be new legal regulations that have to be implemented by application processes. For
instance, consider a new legal regulation that a single checking mechanism has to be changed to a
double-checking mechanism. As a consequence, workflow instances have to use the new checking
policy in order comply with the new regulations. Changes in the technical environment of the process
are another motivation for dynamic modifications. Assume there are new tools available to perform
tasks more efficiently then the active and all future workflow instances should make use of the new
infrastructure.

In dynamic modifications, it is important to define correctness criteria which determine if and when
a workflow instance can be adapted to a new workflow schema. To motivate our correctness criterion,
we start by discussing correctness in workflow applications in general, i.e., without dynamic modi-
fications. Since in the workflow context, generic correctness properties like in database transaction
processing (e.g., conflict serializability, recoverability) do not suffice to describe correct workflows,
application specific correctness criteria have to be defined. From an application-oriented point of
view, these criteria are specified in business process models, which describe which activities have to
be performed, and what are the constraints between them. When supporting business processes by
workflow technology, the correctness of workflow instances is specified in workflow schemas. Hence,
a workflow execution is correct if and only if it satisfies the criteria specified in the respective workflow
schema. Control flow and data flow constraints as well as role information and technical information
are examples of properties which are specified in workflow schemas and which have to be met by work-
flow instances. The task of a workflow management system is to make sure each workflow instance is
executed according to its workflow schema.

Based on this perception of correctness in the workflow context, the approach to controlling dy-
namic changes in WASAs fairly simple, yet effective:

Aworkflow instance can be dynamically modified, i.e., it can be adapted to a new workflow
schema, if the workflow instance could have been controlled from the beginning using the
new wor kflow schema.

For an example consider Figure 2, which shows a workflow sche(ag a modified workflow schema
S’ (b) and two currently active workflow instanceand, based on the original workflow scherfa
((c) and (d), resp.). Notice that workflow instanéesd; are correct with respect to workflow schema
S, since they can be continued accordingstoWe now assume that there is a dynamic modification,
changing workflow scheméi to &', shown in Figure 2(b).

When a workflow administrator decides to change a workflow dynamically, he or she first suspends
the execution of the workflow. This is necessary, since otherwise race conditions between the normal
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(c) Workflow Instance i, based on S (d) Workflow Instance j, based on S
(can be adapted to S)) (cannot be adapted to S)

Figure 2: Workflow Schema$ and.S' and Workflow Instances j, based orf.

workflow execution and the correctness checks would occur. In our example, given workflow instances
1 andj (so far based oty), the system now has to decide whether these can be continued with the
modified workflow schem&’. This check is performed by analyzing the current state of the workflow
instances and matching the structure of the new workflow sctftagainst the states.

We first consider workflow instance It is obvious that the workflow instance can be adapted
to S, since there is a mapping between the sub-workflow instance already executed on béhalf of
and sub-workflow schemas 6f. More technically, the decision whether or not a workflow instance
can be adapted to a new workflow schema is taken based on a mapping. The sub-workflow instances
which have already been executed are mapped to the sub-workflow schemas of the new workflow
schema. In our example, sub-workflow instanéef workflow instance is mapped to sub-workflow
schema 1 of workflow schem#{, and sub-workflow instancgb is mapped to sub-workflow schema
2 of S’. The two workflow schemas based on 3 can be mapp@&d tnd3b. Since furthermore the
control flow constraints of the workflow instance and the workflow schema comply, and assuming that
data flow constraints also comply, a mapping can be found. As a consequeacehe continued to
become a complete workflow instance basedomfter the termination o3¢, an instanc&a (based
on workflow schema 7) and an instartee(based on workflow schema 6) can be started, and after the
completion of3d an instanceb (based on workflow schema 6) can be executed. Finally, workflow
instances based on workflow schemas 4 and 5 can be performed sequentially. Hence, the resulting
workflow instance is correct and complete with respect to the new workflow scBema

Along the lines of this argumentation it is clear tljatannot be adapted to the new workflow
schema. It proceeded further thann particular, it already started a sub-workflow instance based on
workflow schema 4, i.e4c. Since in the modified workflow schent, 4 can only be stated after
additional sub-workflow instances have completed, workflow instar{d¢ violates this requirement.
Even starting sub-workflow instances for 7 and 6 (as specifie¢t) mght away would not help, since
by the control flow constraints specified $h an instance of 4 cannot start until workflow instances
based on workflow schemas 7 and 6 have been executed. This constraint imposed by workflow schema
S’ cannot be satisfied by any continuationjoHence,; cannot be modified dynamically with respect
to workflow schemat’.
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object. At each point in time, each workflow instance object is associated with exactly one work-
flow schema object, while each workflow schema object can be associated with an arbitrary number
of workflow instance objects. Given this organization, dynamic modifications can be implemented by
changing the respective instance-of relationship objects at runtime. To implement a dynamic modifica-
tion based on a workflow schensawith numerous currently active workflow instances, the following
steps are carried out:

e create a new workflow schema (or use an existing she)

e based on the instance-of relationship,debe the set of all workflow instances which are asso-
ciated withS

e compute a set’ C C of workflow instances which can be adapted to the new workflow schema
S’, based on finding a mapping as sketched above

¢ allow a workflow administrator to select a subset(dfof workflow instances, which will ac-
tually be dynamically modified; update instance-of relationship of these workflow instances
accordingly

¢ all workflow instances are continued using their respective instance-of relationships, i.e., mod-
ified workflow instances are continued wish and non-modified workflow instances are con-
tinued with the original workflow schem@&

To perform an adaptation of workflow instancéo S, sub-workflow instances which are no longer
needed are deleted, and new sub-workflow instance objects are created, as specified in the new work-
flow schemas’. These workflow instance objects are embedded in the context of the complex work-
flow instance by creating the respective WF-SubWF Relationship objects. In our example, new work-
flow instance object3a, 6a, 6b, 4d and5b are created and attached to the complex workflow using
WF-SubWF Relationship objects. The workflow is continued with the execution of the sub-workflow
instanceg« and6a.

4 Related Work

Two recent workshops were devoted to adaptive and flexible workflow management [7, 12]. In [5]

a taxonomy of adaptive workflow management is proposed. In particular, the constantly changing
market environment of business processes is regarded as a major motivation for flexible workflow
management. Process level adaptations and resource level adaptations are among the requirements for
a flexible workflow management system. Techniques for exception handling in workflow management
systems are identified and classified in [9, 1]. An approach to enhance the flexibility of workflow
management systems based on an integration of workflow and workspace management techniques is
discussed in [6]. To classify flexibility requirementspriori anda posteriori flexibility is character-

ized by properties of the application that are known before it starts and after it has started, resp.

In [10] a workflow language ADEPT is proposed, which allows to specify workflow schema using
symmetric graphs. There are different node types, reflecting for instance split and join nodes, and
start and end nodes of loops. Based on this workflow language, a model ADE&Ipporting a
set of operations to change the structure of workflows is defined, allowing to dynamically change
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only workflow instances are discussed. Hence, the approach does not consider dynamic changes In
presence of multiple workflow instances based on a modified workflow schema. There is an operational
running prototype implementing dynamic modifications according to ARERTIn [4], a Petri-

Net based approach to model workflows which includes flexibility mechanisms is proposed. Simple
dynamic modifications are allows, for instance to leave unspecified defined portions of the net to be
filled when the workflow executes; this is denoted by late modeling; this functionality is implemented

in the CORMAN prototype [4].

5 Conclusions

This extended abstract sketches the design of controlled dynamic modifications of workflow instances
by a flexible assignment of workflow schemas to workflow instances. By allowing to change the as-
signment of workflow instances and workflow schemas at different points in time, different schemas
can be used to control a workflow. An adaption of a workflow instantiea workflow schema8

can be done wheneveran be continued such that it fits This elegant yet simple characterization

of the correctness of a dynamic modification allows to maintain the correctness property of workflow
instances with respect to workflow schemas, while providing workflow flexibility by dynamic modifi-
cations. Future work in the WASA project will be centered around user interface design, and we plan
to use the WASA system in real-world workflow applications which make use of the capabilities of
the system.
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Abstract. In this paper, we focus on the definition and adaptation of the execution behavior of a task in
order to support flexible workflows in the presence of distributed workflow enactment. We argue that an
adequate behavior definition is the basis for both, modeling less-restrictive workflows in advance as well
as supporting dynamic workflow changes. We show how different control flow dependency types can be
specified in our approach and can be used to define less-restrictive workflows. Furthermore, we discuss
the definition of an adequate behavior for dynamic modifications in different situations. In particular, we
describe how the application of and reaction to dynamic changes can be adapted in our approach de-
pending on the process context and the behavior of a task itself.

1. Introduction

The development of process-model based workflow management systems (WFMS) has been driven mostly by
focussing well-structured business processes from the viewpoint of transactional processing. WFMSs are ap-

plied following arigorous methodology of business process (re-)engineering and formal workflow specification

which leads to well-defined processes and is well-suited for production workflows. This restricted view —
which is not inherently caused by the workflow paradigm — is the main reason for the inflexibility of today’s
WFMS and their underlying process representation formalisms. Support for flexible workflows in process-
model based WFMS has to cope with two fundamental challenges:

(a) A-priori flexibility focus on the specification of a flexible workflow execution behavior to express an
accurate and less restrictive behavior in advance; flexible and adaptable control and data flow mechanisms havi
to be taken into account in order to support ad hoc and cooperative work at the workflow level (cf. [EINu96]).

(b) A-posteriori flexibility (flexibility by dynamic adaptation) is provided by the change and evolution of
workflow models in order to modify workflow specifications on the schema and instance level due to dynami-
cally changing situations of a real process (cf. [EKR95, CCPP96, ReDa98, JoHe98]). Note, that in the case of
dynamic modifications we also have to define a-priori when, i.e. in which context and in which state of execu-
tion, certain modifications are allowed in order to ensure the dynamic and semantical consistency of a process.

Thus, the definition of the behavior of workflow execution as well as workflow evolution are the basis for
supporting flexible workflows. In this paper, we focus on the workflow behavior definition and adaptation in
both cases in the presence of a distributed workflow enactment approach which forms the basis for a scalable
workflow management system. First, we sketch our workflow modeling language and show how the behavior
of a task can be defined and adapted in different contexts. In particular, user-defined control flow dependencies,
which allow to define and reuse complex behavior patterns, can be specified and applied in different contexts.
Next, we outline how these concepts can be used to define a-priori less-restrictive workflows, i.e. workflows
where a certain degree of freedom is left open to the actor. Furthermore, we discuss the definition of an ade-
guate behavior for dynamic modifications in different situations without restricting our self on a transactional
view on processes. In particular, we show how the application of and reaction to dynamic changes can be
adapted in our approach depending on the process context and the behavior of a task itself.

2. TheWorkflow Modeling Approach
2.1 Task and Process definition

The building block of our workflow modeling approach isask definition (or task type) which consists of a
task interface, that specifies ‘what is to do’, and potentially severakess definitions, which specify how the
task may be accomplished. The task interface is defined by attribute, parameter, and process constraint defini:

*This work has been supported by the German Ministry for Research and Technology (BMBF) , project MOKASSIN under grant number 01 |S606 B
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tions (all neglected throughout this paper) and by a task behavior definition which specifies the external con-
text-free behavior of atask (e.g., transactional or non-transactional). The context-dependent behavior of task is
defined by its application within a process definition. A process definition' may be atomic consisting only of a
task description or system invocation, or complex. A complex process is defined in an activity-oriented manner
by atask graph. The decision is taken at run-time, which process definition of a task definition is used to per-
form atask (late binding). This late binding mechanism also alows to create a new process definition at run-
time (late modeling).

A task graph consists of task components, connectors, start and end nodes, and data inlets and outlets,
which are linked by control and data flow dependencies: A task component is an applied occurrence of atask
definition within a process definition. For every task component a split and join type (AND / OR) can be speci-
fied. Furthermore, connector components are predefined which just realize splits and joins.

Task components (and start and end node) are linked by control flow dependencies. Iterations within this
task graph are modeled by a special predefined feedback relationship. A condition can be associated to every
dependency to support conditional branches. We allow to define different control flow dependency types which
can be applied and reused within several process definitions. The semantics of a control flow dependency type
is defined by ECA rules as shown in the next section and illustrated in figure 2.

Similar to the definition of control flow dependencies we support the definition of group relationship types.
A group relationship is used within a process definition in order to group arbitrary task components of a task
graph; it applies the behavior defined by the group relationship to its components. A task component can be
part of several not necessarily nested groups. A special kind of a group is a block. Blocks are nested and con-
tain a subtask-graph with exactly one start and end component (particularly useful for exception handling).

Finally, task components can be linked by dataflow relationships according to the input and output pa-
rameters of their task definitions. Furthermore, a datainlet (or outlet) is used as a data source (or sink) in order
to realize avertical dataflow between the parameters of the task definition and their use within the workflow.

2.2 Distributed Workflow Enactment and its Execution Semantics

The execution semantics of tasks and of the task graph is defined by a statechart variant and event-condition-
action (ECA) rules. Our enactment model is based on treating tasks as reactive components which encapsul ates
their internal behavior and interact with other tasks by message/event passing. Thisis a natural basis for a dis-
tributed enactment of workflows which was one of the design goals of our approach (beside of flexibility), and
it is essential for scaling up to enterprise-wide workflow support.

A task has severa built-in operations, which can be categorized into state transition operations, actor as-
signment operations, operations for handling of (versioned) inputs and outputs, and workflow change opera-
tions. For every operation, the task has the knowledge about when to trigger the operation, a condition that
must hold for executing the transition and that acts as guard, and a list of receivers to which events are passed
(to avoid communication overhead, we use no broadcast).

Before we introduce the behavior definition and adaptation on schema level, we briefly sketch syntax and
semantics of our ECA rules (see [JoHe99a] for details; examples are given in figure 1 and 2): First of al, an
ECA rule is aways associated with an operation/transition, which defines the action part of the rule. Thus,
ECA rules are structured according to the task’s transitions. Additionally, an ECA rule consists of alist of event
captures, a condition, and areceiver expression. Events define when an operation isto be triggered: when a task
receives an event that matches an event capture in the event capture list, and when the task isin the source state
of the corresponding transition, the event is consumed and the task tries to perform the transition. The invoca-
tion of atransition causes the evaluation of its condition. This transition condition acts as a guard, i.e., the tran-
sition is performed only when the condition holds (otherwise nothing is done). Thus, we follow a state-based
semantics where a transition can be triggered by (internal and atomic) events or externally by user invocation.
Invocation and applicability of a transition are strictly separated. The matching of an event with an event cap-
ture can be qualified to the causing task. For example, this alows atask to react differently on the event ‘fin-

* Note, that we use process definition in a more restricted sense defining only how a task has to be done. To avoid misunderstandings, we use workflow
and workflow specification as a general term (independent from our approach) in the usual more broader sense.
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ished’ depending on whether the event was received from a predecessor or from a sub-task. Furthermore, a trig-
ger condition can be specified within an event capture which must hold for a valid event capture. Otherwise,
the next event capture which matches the event is searched.

2.3 Definition and Adaptation of the Execution Behavior

The context-free behavior of atask is given by the behavior definition of atask definition by means of a state-
chart variant. It defines the states, their decomposition, and the operationg/transitions which can be invoked in a
certain state. Furthermore, exactly one context-free ECA rule can be defined for every transition. A task defini-

thl’:\ Can Inhe“t from an abgraCt t . (A) Predefined state transition diagram (B) Predefined context free ECA rules
d9f|n|t|0n, I'e" a tag( deflnltl on Wlth add_supplier, remove_supplier, add_predecessor,
no process d€r|n|t| OnS, in Order to de_ mremove_predecessor, change_incoming_dependency, ... FOR enable DdE|:|NE:
ON s /* event capture list */
fine behavior classes of tasks (e.g., | | [Laiing feratea By st
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L i disabled :@I predecessor_removed,
[KrSth, WeQB]) Within an inher- — disable* i[nc]omingfdependencyﬁchanged
|ted S[aIeChaI"[, StaIeS can be I‘eflned truncate”, skip start IF SL-l.[;enask.state:acliveAND
.. . lect- d i ilabl
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fined by changing their associated a@:g%f input, ON Suspended. eased BY sunpi
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context-free behavior of tasks. Ever : abort | fnieh e
el . . y terminated IF NED'I]condition_of(enable)
task definition inherits from a prede- 73| | not_executed | [faied | [ doe | FOR add_predecessor DEFINE:
fined task definition, which consists of repeat — |, saeswaitng
a StaIeChart thaI deflnes the baSC * = system-internal transition; not controllable by the user
states, transitions, and context-free : , . .
ECA rules asillustrated in figure 1 Figure 1: Predefined context-free execution behavior

The context-dependent behavior is given by the control flow dependencies and groups within a process defini-
tion. Rather than providing a limited set of different built-in control flow dependency types and group relation-
ship types, arbitrary control flow types can be defined and adapted by a process engineer (cf. [JaBu96]). They
are defined by alabel, an informal description, and a set of ECA rules, which give the semantics of the depend-
ency type. Within the task graph, the control flow dependencies or group relationships can be used by their la-
bels abstracting from the detailed definition and reusing complex behavior patterns. Control flow dependency
types are used to define ECA rules which establish intertask dependencies (e.g. end-start, start-start, deadline).
Group relationship types are used to apply a behavior pattern to an arbitrary set of components.

As an example, we briefly explain the definition of the standard end-start dependency which consists of
several rules partially shown in figure 2. We concentrate on the first rule which is defined for the enable transi-
tion and is applied to the target component of the dependency. The event capture defines that the enable transi-
tion is triggered whenever an event ‘finished’ has been received along the standard dependency under the con-
dition that the corresponding dependency condition (specified by the placeholder 'dependency_condition’)
evaluates to true. The condition of the transition is defined by an reference to the source component requiring
that it is an state done. The receiver expression is omitted in all examples.

In order to obtain the behavior of atask instance, the (partially) defined ECA rules of the context-free behavior
are joined with the ECA rules that the task instance inherits from its context, i.e. from its dependencies and
group relationships within a process definition. An example is shown in figure 2 for the 'Functional Check’ task
which obtains the behavior of the incoming standard end-start dependency from 'Design’, of the group type 'Ex-
clusion’, and of the context-free statechart. There are different modes for merging the context dependent be-
havior definitions. These modes are defined for every ECA rule (omitted in Fig. 2) and are applied to the tran-
sition condition: (&) conjunctive (default for group relationships) (b) disunctive (c) using the join type of the
component (default for dependencies) (d) using the inverted join type of the component (€) overriding. De-
pendency or group types using the overriding mode for the same transition cannot be applied simultaneously to
a component. The overriding mode is normally used for adapting the application condition of change opera-
tions (see section 3.3).



(A) Workflow with different dependency / group types.
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(B) Definition of different dependency / group types

CONTROL FLOW DEPENDENCY standard

1
Exclusion i FOR enable OF target DEFINE:
' ON finished BY predecessor standard WHEN dependency_condition
. IF source.state=done AND dependency_condition
H FOR truncate OF target DEFINE:
1
1
1
1
1
1
1
1

Functional
Check
Ergonomic
Check

/* for dead path elimination */

ON truncated BY predecessor standard,
finished BY predecessor WHEN NOT dependency_condition
IF (NOT dependency_condition AND source.state=termnated)
OR source.state=not_executed /* inverted mergingis mode used here!*/
FOR skip OF source DEFINE: /* disable skip for the source task */
IF false /* using the and merging mode */

L]

CONTROL FLOW DEPENDENCY softsync
FOR enable OF target DEFINE: /* enabled when predecessor */
ON truncated BY predecessor softsync, /* has been truncated */
finished BY predecessor softsync WHEN dependency_condition

[] IF source.state=done AND dependency_condition
IF Design.state=done AND /* from ,standard" */ OR source.state=not _executed

ErgonomlcCheck.stgte !=running AND /* from ,exclusion**/ FOR skip OF source DEFINE:
supertask.state=active /* from contxt-free beh.*/ IF true

(-] [...the rest similar to control flow dependency standard]
DO disable

ON started BY { ErgonomicCheck },

Fu]spended BY supertask ON started BY groupmember_of exclusion

IF NOT condition(enable) FOR en.able DEFINE: .
[ ON disabled BY groupmember_of exclusion,
finished BY groupmember_of exclusion
IF FORALL related_members_of exclusion: state != running

SoftSync

(C) Derived ECA rules for ,FunctionalCheck’

/*in contrast to ,standard" also */
DO enable

ON disabled BY { ErgonomicCheck },
finished BY { Design, ErgonomicCheck }

/* enable skip for the source task */

CONTROL FLOW GROUP exclusion
FOR disable DEFINE:

/* mutual exclusion */

Figure 2: Different control flow types and their application for the definition of flexible workflows

3. Behavior Definition and Adaptation for Flexible Processes

In this section, we show how the introduced concepts of behavior definition can be used to define a priori flexi-
ble workflows and to adjust the application condition of and the reaction to dynamic changes depending on the
behavior of the task itself and the context.

3.1 Defining Lessrestrictive Workflows

We give two examples of defining a-priori less-restrictive workflows, i.e. workflows where a certain degree of
freedom isleft open to the actor, using the introduced concepts of user-defined control flow types.

The first example is the definition of the group relationship type ‘exclusion’ which is shown in figure 2. It
forces its members to execute mutually exclusive. In conjunction with parallel branches, we can define that
certain tasks should be executed sequentially, but without defining the actual ordering of the tasks. So, the usel
can choose which task he or she wants to perform next. In our example, a QA engineer may decide whethel
he/she wants to check a specification first against the functional or against the ergonomic requirements.

The second example focuses on skipping a task. Since skipping a task is normally not desirable (except
from the viewpoint of the actor) and probably cause serve problems when needed output data has not been pro
duced, its application should be restricted. Furthermore, in our state-based semantic, skipping a task would re-
sult in a deadlock since the successor tasks would wait for termination of the skipped task. Both problems are
solved by the control flow dependency type ‘softsync’ (cf. [ReDa98], which also show useful applications in
the case of dynamic changes). It waits only for the termination of a task when the task still can be executed (see¢
relaxed enable condition in figure 2). Furthermore, the dependency allows to control when skipping is enabled.
The skip transition is disabled for tasks which have at least one outgoing standard dependency. Thus, the proc
ess modeler can define which tasks can be skipped in a certain workflow.

3.2 Supporting Collabor ative Wor kflows

Collaborative workflows are supported in our approach by version and workspace control capabilities which
are integrated with the workflow model on conceptual level. Consumed and produced versions are managed
within a task-oriented workspace. Versions can be released for dedicated tasks which allows a versioned dat:
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CONTROL FLOW DEPENDENCY simultaneous

FOR enable OF target DEFINE: /* relaxed activation condition: */
ON finished BY predecessor simultaneous /* allows start after activation */
started BY predecessor simultaneous /* of the source task */
IF (source.state=done OR source.state=active)

| simultaneous ~ :
Y | Design »” | Review feedbac
------------------- > ‘ output:

output: . = output_released(X, V.2) 3 input: review-

designed_dog ™. " designed_doc report

7

1) ceckin(V.2) \\ 4“<~._,.Produced consumed / process definition
2) release(V.2, Review) .4 [ /3) checkout / update FOR finish OF target DEFINE: /* ensure that target does not */
- /
@~. : @_ N IF source.state=done /*finish before source is done */
Document [...the rest similar to control flow dependency standard]

release between supplier/consumer

———— : control flow dependency =~ ------| » : data flow relationship -3 - references to document model = - event sent to related task

Figure 3: Data exchange between running tasks — controlled cooperation on workflow level

flow and the exchange of intermediate results between tasks. Furthermore, the data flow can be also used for

control flow purposes. The availability of input data can be checked and the operations for releasing outputs

generate events as any other transition so that tasks can react on these events. For example, the event ‘oL
put_released’ triggers the evaluation of the enable transition of the consumers (see figure 1 and 3).

It is out of the scope of this paper to present details about the workspace capabilities (see [Joe98]). Rather, we
like to show, how data exchange between simultaneously active instances can be controlled on the workflow
level by means of the simultaneous dependency (cf. [HIKW96]). The definition of this dependency is illus-
trated in figure 3. It relaxes the activation condition so that the dependent task does not have to wait for the
termination of the preceding task; a task is enabled when all mandatory inputs are available and the preceding
task has been started. The main purpose of the simultaneous dependency is to ensure that the dependent ta
does not terminate before the preceding task. This termination synchronization guarantees that the latest result
of the supplier is processed by the consumer. An example application is the design and review of a technical
document where the designer may request for an early feedback from the reviewer (see figure 3).

3.3 Situation-dependent Handling of On-the-fly Changes

Our approach to dynamic changes of enacting workflow instances is based on applying ECA rules also to
change operations. Every change primitive is encapsulated by a pre-condition which restricts its application,
and by raising a corresponding event which is handled by the affected instances in order to ensure the behav
ioral consistency of the execution states. Thus, conceptually a change operation can be treated like a state trar
stion, and on-the-fly changes are supported in the presence of distributed workflow enactment since every task
instance object has the knowledge about how to react on a change. The basic idea of this approach has bee
presented in our previous work DYNAMITE [HIKW96] on software process management, and all details of
our approach to managing evolving workflow specifications can be found in [JoHe99b].

Whether a change is allowed and how to react on it highly depends on the particular situation and the be-
havior of the involved tasks. In this paper, we concentrate on the situation-dependent handling of dynamic
changes. As an example, we outline useful application conditions and reactions for adding a new predecesso
task (as an insertion between two sequential tasks or as a new parallel branch). In this case, the insertion of .
new control flow dependency is important. It affects the target component which depends on a new predecessol
task. Depending on the behavior of the affected task and on the context in which the task is applied, different
application conditions and reactions can be useful for this change which all can be realized in our approach:

1) In general, this modification can be allowed for target components whichbiyet been started. When

the dependent task is already in the state ready, the event 'predecessor_added’, which is raised by th

change operation, results in triggering the disable transition. This transition is performed only if the enable

condition no longer holds (see figure 1). Thus, re-evaluation of the enable condition ensures the behavioral
consistency. However, adding a new predecessor task may be also useful and can be handled for targe
components which are already active or have been finished. In contrast to [EKR95], [CCPP96], [ReDa98],
or [HoJa98], we do not restrict ourselves to situation-independent theoretical correctness criteria:

2) If the dependent task is alreaalstive, a meaningful reaction for example for an automatic batch process is
to abort the task and to restart it later on (probably performing additional compensation activities). Fur-



3)

4)
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Extended Statechart for tasks with compensation CONTEXT-FREE ECA rules
FOR prepare_for_compensation DEFINE: /* changes to finished task triggers */
. ON predecessor_added, ... /* preparation for compensation */
truncate abort finish FOR compensate DEFINE: /* compensation starts when all */
terminated ON prepared_for_compensation BY self, /* successors have been compensated */
A IF FORALL sucessors compensational: state = compensated
not_executed | | failed | | done |

CONTROL FLOW DEPENDENCY compensational
iteratp prepare_for_compensation FOR disable OF target DEFINE: /* disable ready tasks when predecessor */
prepared_for_compensation | ON prepared_for_compensation BY predecessor compensational /* will be compensated */
- — FOR abort OF target DEFINE: /*and abort running tasks in this case */
compensatei ON prepared_for_compensation BY predecessor compensational
FOR prepare_for_compensation OF target DEFINE: /* transitively prepare for compensation */
ON prepared_for_compensation BY predecessor compensational,

FOR compensate OF source DEFINE: /* trigger compensation in reverse order */
ON compensated BY successor compensational

Figure 4: Behavior definition for tasks with compensation

thermore, a manual task may just be suspended and can be resumed when the new preceding task is done.

A human actor can easily work on the changed input values/documents.

Both behaviors can be realized by defining different behavior classes for batch tasks and manual tasks. In

the former case, we add a trigger ‘ON predecessor_added’ to the context-free ECA rule of the abort transi-
tion, in the latter case, we add the same trigger to the suspend transition. Furthermore, we relax the transi-
tion condition of add_predecessor to ‘IF state=waiting OR state=running’.

If the target task has been alredihyshed, we may compensate all succeeding task of the new task (if pos-
sible). In figure 4, the behavior of tasks which provide compensation facilities is shown. In our example,
compensation is done with a two phase protocol which takes the ordering of the tasks’ execution into ac-
count (cf. [Ley95, KaRa98]): First, all tasks which are compensational dependent are prepared for compen-
sation. Next, these tasks are compensated in the opposite ordering of their former execution. This complex
behavior is realized by the compensation dependency. A compensation which is not order-dependent can
be realized easily by a group type which just define an ECA rule that triggers the compensation when a
certain event occurs.

However, assume that the affected tasks are part of an iteration loop and that we are interested only in the
future execution; then, we can insert the new task without any impact on the current pass of the loop (in the
sense "now it's too late, but next time we should perform the additional task"). The new task becomes rele-
vant only for the next iteration. This is realized by a group relationship type ‘allow_post_execu-
tion_change’ (shown in figure 5) which is used in a process definition to mark those regions where the
above mentioned situation should be supported (obviously, this policy is not useful in general). Note, that
the interplay of context-free and context-dependent behavior definition results in the appropriate behavior
for all mentioned situation. E.g., for a manual task changes may be allowed in any state whereas for a
automatic task changes may be disallowed when the task is active (if rollback/compensation is not possible
or desirable).

Finally, for some parts of a process a process engineer may want to disallow dynamic modifications. In this
case, a group relationship type ‘disallow_change’, which disables all change operations using the overrid-
ing mode, can be used to mark the relevant parts of the process (cf. figure 5).

L [ S CONTROL FLOW GROUP disable_changes

: B > C ', @ FOR agd_predecessor DEFINE: /*same deﬁnitior? for all %/

/ 1 : override: IF false /* change operations */
allow_post_execution_change [

Alz shen AT &
!
\ D E CONTROL FLOW GROUP allow_post_execution_change

\

1

! FOR add_predecessor DEFINE
! IF state=terminated

disable_changes

Figure 5: Stuation-dependent adaptation of the behavior of dynamic changes
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4. Conclusion

The definition and situation-dependent adaptation of the tasks execution behavior is the basis for both, provid-
ing apriori flexible workflows and supporting dynamic changes in every possible situation. For the latter case,
it is essential to note that there exist severa practical cases where theoretical correctness properties, in particu-
lar the compliant property (cf. [CCPP96]), are too restrictive. We have shown, that the definition of control
flow dependency and group relationship types on the basis of ECA rulesis a powerful concept for behavior ad-
aptation and dynamic changes in the present of distributed workflow enactment. Finally, human actors can re-
act very flexible on changes of the context of atask. The integration of version and workspace control capabili-
ties substantially supports adequate reactions to workflow changes in the case of manual and cooperative tasks.

The workflows which can be defined in this approach are by far more complex than in the case of workflows
which consists only of conditional and parallel branches. Therefore, the analysis of correctness properties (e.g.
deadl ock-freeness) of the resulting task behaviors and their interaction are is a hard problem on which we cur-
rently work. The introduced concepts have been implemented in the project MOKASSIN which is funded by
the German Ministry for Research and Technology (BMBF). Experiences as well as the architecture of our
system which is realized as an distributed object system based on CORBA will be discussed in subsequent pa-
pers.
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Abstract

The paper discusses important challenges and research issues for adaptive workflow management sys-
tems (WFIMS), especially if they shall be applied to enterprise-wide applications. It shows that an adaptive
WFMS must provide support for different kinds of (dynamic) workflow (WF) changesin order to be appli-
cable to a broader spectrum of processes. In this context, both, requirements for WF schema evolution
and issues related to ad-hoc changes of individual WF instances are discussed. A particulary interesting
aspect, which is described in more detail, is how to combine such dynamic changes with a distributed
execution of workflows, taking into account performance issues. For enterprise-wide and cross-enterprise
workflows, the distributed execution of workflows may be attractive due to several reasons.

1 Introduction

Workflow Management Systems (WfMYS) offer a promising technology that has the potential to change
the implementation of enterprise-wide and cross-enterprise application systems significantly. In fact, only
this technology makes it possible to redlize process-oriented application systems in larger quartities and
at affordable costs. To adequately support enterprise-wide and cross-enterprise applications, a WfMS
must not only cope with a large number of users and concurrently active workflow (WF) instances, but it
must also cover a broad spectrum of processes. In this context, high flexibility, maintainability, and scala-
bility are essential requirements. In the ADEPT project we, therefore, have spent alot of effort especialy
on these subjects [BaDa97, BaDa98, BaDa99a, DaRe98, ReDa98, RHD98].

In this paper we discuss important challenges and research issues for adaptive WM S [CCPP98, JoHe98,

RHD98, Sieh98, Wesk98], especidly if they shall be applied to enterprise-wide and cross-enterprise pro-

cesses. We denote aWFfM S asadaptive if it supports run-time changes of in-progress WF instances. Such
adaptations become necessary, for example, when new tasks have to be added to a WF instance at run-

time or when pre-defined control or data flow dependencies between WF activities have to be dynami-

caly changed [ReDa98]. In such cases the execution of the WF instance must be (partialy) suspended,

the modification of its WF instance graph, its attributes and/or its state be performed, and afterwards its
execution be resumed. The paper is organized as follows: In Section 2 we show that an adaptive WIMS
must support different kinds of (dynamic) WF changes in order to be applicable to a broader spectrum of

processes. We discuss major requirements for the evolution of WF schemes and for the concomitant run-

time adaptation of corresponding WF instances. Furthermore we dea with issues related to ad-hoc

changes of individua WF instances and we discuss problems that arise from the integrated support of

both kinds of changes. A particularly interesting aspect is discussed in Section 3, namely how to combine
dynamic WF changes with a distributed execution of workflows, taking into account performance issues.
For enterprise-wide and cross-enterprise workflows, the distributed execution of workflows may be at-
vantageous in several respects. In Section 4 we summarize further issues. The paper concludes with a
summary and an outlook on future work.

! ADEPT standsfor A pplication Development based on Encapsul ated Pre-Modeled Process Templ ates.
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2  Workflow Schema Evolution and Support of Ad-hoc Deviations

Enterprise-wide and cross-enterprise business processes may change rather frequently [RHD98]. Once an
application system has been made to behave dtrictly process-oriented, it must be adjustable to process
changes and to evolving organizationa structures very quickly and at reasonable costs. Such adaptations
may affect WF templates or other aspects of the process-oriented application system (e.g., the mode
capturing organizational entities). In any case, they must be performed without causing inconsistencies
between the different models of the process-oriented application (e.g., faulty references).

In order to increase the robustness of the WF-based application system, it is very important to detect and
to eiminate design and implementation errors as early as possible. Potential problems introduced by the

concept of process-orientation are that the process may block itself during execution, may never be able
to enter certain branches of the WF graph, may not meet tempora constraints (e.g., minimal or maximal
time distances between the execution of two activities), or may invoke activity programs with missing or
incomplete input data, for example. To avoid such problems, an adequate formal basis must be provided
for WF modeling. On the one hand such a forma model must alow WF designers to capture business
processes as naturaly as possible and in away understandable to the user. On the other hand, it must en-
able formal verifications for the absence of deadlocks, the proper termination of the flow, the correctness
of the data flow, or the consistency of a time schedule, to name a few examples. With respect to consis-
tency issues, commercial WfMS show severe limitations that disqualify them for the support of sophisti-
cated WF applications. — In the ADEPT project we have exhaustively investigated WF modeling issues
and we have developed the ADEPT .. model as aformal basis (for details see [ReDadg]).

The use of aforma WF model and the provision of corresponding analysis algorithms are also prerequi-
sites for keeping maintenance costs low. Structura modifications of a WF schema (\WF type changes),
like the insertion, deletion, or shift of process steps, must not lead to undesired side-effects and program
falures. Instead, the system must assist the WF designer in detecting al concomitant schema modifica-
tions, which become necessary in order to guarantee a robust and correct execution for (new) WF in-
stances of the changed WF type. To maintain the correctness of a WF schema, however, is only one of
severd requirements for WF schema evolution. Changing a WF type does also mean, in generd, that we
dill have WF instances active in the system that follow the "old" schema. Especialy for long-running
processes, it is desirable to automatically adapt them to the new process structure as well (as far asthisis
possible). As the WF instances may be in different states, however, the respective schema modifications
may be propagated only to a subset of them [CCPP98, JoHe98]. For example, an already completed ac-
tivity must not be deleted from a WF instance graph. For the same reason, a new activity cannot be in-
serted into a region of a WF instance graph, which has already been processed. For modifications of a
loop body, another important aspect has to be considered: A change, which is not valid in the current state
of aloop iteration, may become applicable when the loop enters its next iteration. In such a Situation, it is
favorable to record the change and to apply it when this loop back will be performed. In any case, the
WFMS must ensure a correct and stable execution behavior afterwards. Again, the provision of a formal
model can help alot, since it will allow the system to check whether a particular change is vaid in the
current state of a WF instance or whether it is not. In the former case, the WIMS must aso adapt the state
of the WF instance after its modification [ReDa98]. Since there may be alarge number of active instances
of the same WF type in the system, the necessary checks and adaptations must be performed efficiently
and automatically by the WfMS. Finaly, the WfMS must cope with the co-existence of WF instances
following either the old or the new schema. This presumes appropriate concepts and mechanisms for the
versioning of WF schemes and for the adequate representation of WF instances [JoHe98].

Things become even more complicated if ad-hoc deviations from the pre-defined WF schema must be
supported at the instance level. Examples for such run-time deviations are the deletion of one or more WF
steps (e.g., to skip their execution) from a WF instance graph or the dynamic insertion of a new activity.
Such interventions into the control of a WF instance may become necessary to handle exceptional stua-
tions [MURa99, RHD98] or to model parts of the WF that cannot be completely pre-defined at build-time
(late modeling). In our experience, due to combinatorial reasons, for more complex processes it is neither
possible nor cost-effective to capture all possible task sequences and all exceptions in advance. But even
for smple workflows, unpredictable situations may occur that require ad-hoc deviations from the pre-
planned process at run-time [RHD98]. Such ad-hoc deviations must not lead to consistency problems or
to an unstable system behavior (e.g., program failures due to the invocation of an activity with missing
input data). This means, in fact, that one has to show that none of the correctness guarantees or assertions,
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which have been achieved by forma checks at build-time, are being violated by the introduction of ad-
hoc changes at run-time. Instead the system must assist the user in detecting all concomitant adaptations
that are necessary to ensure a robust and correct execution behavior afterwards. To achieve this, al a&-
pects of the WF mode (control flow, data flow, temporal constraints, etc.) and their possible interactions
have to be taken into consideration. For example, when deleting a step from a WF instance graph, the data
flow may have to be adapted as well in order to preserve its correctness. Due to the numerous interde-
pendencies that exist between the different aspects of a WF model, with increasing expressiveness of the
used WF meta mode, it becomes more and more difficult to handle ad-hoc changes in a correct and con-
sigent manner. Therefore, it is extremely important to hide details of a change (like e.g., the complexity
arisng from the re-mapping of input and output parameters of WF activities) from the user. Again, an
adequate formal model can help alot. Such a model must offer a clear semantics, which enables the sys-
tem to argue on correctness issues and which covers al possible cases, either by supporting the desired
action or by regjecting it (no implementation holes). Idedlly, such amodel enables the system to restrict the
necessary analysis to a portion of the WF instance gaph in most cases and, by doing so, to perform the
necessary checks very efficiently. Further details and a discussion of other issues related to dynamic WF
changes can be found in [ReDa98, RHD98].

Generally, an adaptive WfMS has to consider both kinds of changes, i.e., it must support adaptations of a
potentially large number of WF instances to modifications of their WF type as well as ad-hoc changes of
single WF instances. To adjust in-progress WF instances to a type change, however, is a non-trivia
problem if ad-hoc changes have to be supported as well. In this context, the main problem arises from the
fact that the instances of a WF type may not only be in different states when a type change shdl be
propagated, but may also have a process structure (represented by the WF instance graph) that deviates
from that of their origina schema. While in some cases this may not affect the applicability of the type
change to a particular instance, in other cases there may exist unresolvable conflicts between previoudy
applied ad-hoc changes of a WF instance graph and the type change. Well, how can WF type changes be
efficiently propagated to a potentially large number of WF instances under these conditions? In principle,
for each instance of a modified WF type, the system must check whether the type change is currently
applicable to the corresponding WF instance graph or not. As alarge number of WF instances may have
to be adapted to the type change, the necessary checks should be automatically performed by the WIMS
without causing a performance penalty. Costly user interactions, which are aso not tolerable due to ro-
bustness and correctness reasons, must be avoided.

The simplest solution would be to disalow the propagation of a WF type change to al WF instances
whose execution graph was “locally” modified due to some exceptional situation. This approach could be
simply handled, but it is rather unsuited for the support of long-running processes [RHD98]. Another
solution would be to completely reapply al formal checks for each of these WF instances. For perform-
ance reasons, however, this approach would be disadvantageous, especidly if alarge number of instances
have to be adapted. The challenge, therefore, is to provide efficient mechanisms, which enable the system
to propagate WF type changes to a large number of WF instances, independently from whether they pos-

sess a process structure that differs from that of their original schema or not. To achieve this goal, for al

WF aspects that may be subject of a change, proper conflict relations have to be defined. On top of this, it

must be possible to detect potentia conflicts between concurrent changes by means of simple conflict
tests. For example, the WIMS must be able to efficiently check, under which conditions conflicting
changes of the data flow of a WF instance may lead to inconsistencies or errors in the sequel. Having a
closer ook at the nature of ad-hoc changes, however, this approach is not as smple as it looks like at first
glance. The reason for thisis that ad-hoc changes of a WF instance graph may have a different durability.

While some of them may be permanently valid until the termination of the instance, others may be only of

temporary nature and must therefore be removed from the WF instance graph at the occurrence of corre-

sponding events (e.g., when aloop back is performed).

3 Scalability Issuesin Adaptive Workflow Systems

Enterprise-wide and cross-enterprise WF-based applications are characterized by a large number of users
and concurrently active WF instances. As a consegquence the WF servers have to cope with a very high
load. Already the processing of a single WF activity may require the transfer of multiple messages te-
tween the WF server and its clients, e.g., to transmit input and output data of the activity, to update work-
lists, to invoke activity programs, or to exchange application data between activity programs and external
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data sources. Obviously, this amount of communication may overload both, WF servers and subnets, if
the number of concurrently active WF instances increases. In addition, the organizational units, which
participate in a cross-organizational WF, are often connected by slow wide area networks. The load of the
communication system, therefore, is extremely critical for the performance of the system. In order to keep
communication local within one network segment as far as possible, in many cases, it is advantageous to
dynamically migrate the control of in-progress WF instances to a new WF server in another network
segment. Apart from this, due to autonomy reasons, a business company will not aways tolerate that its
activities are controlled by the WfMS of a foreign company. For cross-organizational workflows this
means, that they cannot be completely executed by the WFMS of a single company, but may have to be
controlled by distributed, (potentially) heterogeneous WiMS.

At least for some WF classes, it would be very attractive to distribute WF control onto several servers. In
the WF literature, a number of distribution models have been proposed [BaDa99a, Muth98, ShKo97]. In
the ADEPT project, we have aso developed such a model, which is called ADEPTgigribuion [BaDa97,
BaDa98]. It supports the WF designer in partitioning a WF schema and in distributing the different
partitions across several WF servers. This distribution is done in a way that prevents single system
components (WF servers, network segments, and gateways) from becoming overloaded at run-time. Like
other distribution models, so far, ADEPT g«ribution @S assumed that the structure of a WF instance graph is
not changed during run-time. As shown in Section 2, this assumption does not hold for adaptive WfMS.
Which additiona issues arise if dynamic WF changes have to be supported in such environments? And
how can we ensure that the advantages of a distributed WF control do not get lost if dynamic changes
have to be supported as well? In order to be able to discuss relevant issues, firgt of all, we sketch the basic
ideas of the ADEPTgsribuion @Proach in Section 3.1 Based on this model, in Section 3.2 we discuss
important issues arising from the integrated support of dynamic WF changes and distributed WF control.

3.1 Disributed Workflow Control in ADEPT gisribution

At build-time, the schema of a WF is divided into several partitions Each partition is assigned to a WF
server, which controls the activities of this partition during run-time. For this purpose, a each server a
copy of the (complete) WF schema is stored. If a WF instance reaches a transition between two partitions,
its control migrates to the WF server of the target partition. Before this WF server may proceed with the
execution of the WF instance, WF control data and WF relevant data have to be transmitted. Activities
from parallel execution branches can be controlled by different WF servers in this approach, so that more
than one WF server may be involved in the current execution of a particular WF instance. In order to keep
communication costs low, generally, ADEPTiginuion dO€S Not require that these WF servers synchronize
with each other. An example of a WF instance graph, which is controlled by multiple WF servers, is de-
picted in Figure 1. In the current state, two servers — S and § — participate in the processing of this in-
stance. Note that S, does not know the execution state of the lower branch, i.e., it does not know whether
this branch is gill controlled by S, the control has already been migrated to S (as in the example shown),
or it has been given back to S (in order to control the partition P;). Conversely, S has no knowledge
about the processing state of the partition P,, which is controlled by S.

ADEPT ggrinuion Partitions a WF schemain away that minimizes the communication load of the system at
run-time. For this purpose the WF designer is supported by a set of algorithms, which alow him or her to

data element

server Sz B ET=DATA_E ---—

» server Sl
j' =5 —L
AND spl| AND jom
WEF partition P, .

“gerver Sz

WF server S1

Activity States: A& ACTIVATED B RUNNING v COMPLETED —u— Migration when
Edge States: ¢ TRUE_SIGNALED signaling the edge

Figure 1: Distributed execution of workflowsin ADEPT
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automatically calculate optimal server assignments for the activities of a given WF schema — a partition
then consists of a subgraph of which the activities are assigned to the same WF server. In doing so, it is
assumed that a WF activity may be controlled by an arbitrary WF server of the WfMS, unless the WF
designer explicitly excludes it from the control of this activity. To determine optimal server assignments,
we use aforma cost model that alows us to evauate the quaity of a selected distribution. Among other
things, this model considers costs for the transfer of parameter data, for the update of worklists, and for
the migration of WF instances. In most cases, a WF activity will be controlled by a WF server, which is
located nearby its potential actors. Since migrations do also generate communication costs, however, they
are only used if they improve the communication behavior of the system. Details on this work and de-
scriptions of the developed agorithms for partitioning WF schemes can be found in [BaDa98]. These
algorithms do aso consider so-called variable server assignments Unlike static server assignments,
where the WF servers that control the activities of a WF, are completely pre-defined at build-time, vari-
able server assignments enable the WIMS to select the WF server of a particular WF activity dynami-
caly, depending on the control data of preceding activity executions® (see [BaDa99b] for details). This
approach contributes to improve the communication behavior of the system, especialy if dependent actor
assignments’ are used [BaDa98, BaDa99b).

3.2 Dynamic Workflow Changes and Distributed Workflow Execution

In the ADEPT project [DaRe98] we have developed the ADEPT;, calculus, which provides a complete

and minimal set of change operations for dynamic WF modifications in process-oriented WfMS
[ReDa98, RHD98]. Most of the concepts offered by ADEPT;, have been prototypically implemented in

the ADEPT-WfMS. ADEPT;, uses the same forma WF meta model as the ADEPTigribution @PProach
described in the previous section. So far, ADEPTg«inuion dOES NOt consider aspects related to dynamic WF
changes. Conversely, up to now ADEPT; has assumed that a WF instance is controlled by one centra
WF server. From a logical point of view, this assumption is helpful for verifying the correctness of a
change [ReDa98]. The deletion of a WF activity from a WF instance graph, for example, may lead to
missing input data of subsequent activities. In order to preserve a proper data flow, these data dependent

steps either have to be deleted as well (cascading deletion) or the correctness of the data flow specifica-

tion has to be restored by additional adaptations (e.g., by adding so-called data provision steps to the WF

instance graph) [RHD98]. If aWF is controlled by multiple servers, such a change may affect more than
one server. In the WF instance graph from Figure 1, for example, the deletion of activity C (change within

the partition B) would entail concomitant changes of the partition R, like the deletion of the data-

dependent activity | or the addition of a preceding data provision step to | . Generdly, a structura change

may affect severa partitions of a WF instance graph that may be controlled by different servers.

How can dynamic WF changes be supported in a distribution model like ADEPT ggribution, Without loosing
the advantages offered by the distributed control of workflows? First of dl, it isimportant to minimize the
synchronization effort, which becomes necessary when a dynamic change is performed. A naive solution
would be to synchronize al servers that have aready been involved in the processing of the WF instance
or that may become active in the future. Generaly, such a strict synchronization is not required and — in
the case of variable server assignments (cf. Section 3.1) — it is also not possible. Instead, it is more favor-
able to synchronize only those WF servers, which are currently involved in the processing of the instance.
If a WF instance graph does not contain AND-splits (i.e., there are no parallel execution branches), at
each point in time only one WF server is responsible for the control of this instance. Consequently, no
additional synchronization effort results. For paralel execution branches, however, several servers may
be concurrently involved, so that a dynamic WF change may require a synchronization between them.

We will illustrate this by a smple example. Taking the change operations provided by ADEPT
[ReDa98] and the WF instance graph from Figure 1, it is possible to dynamically insert a new activity X
into this graph, of which the execution may not start before step F is completed and must terminate before
activity D can be activated. Internaly, this change is realized by the application of a well-defined set of
graph transformation and graph reduction rules [ReDa98]. After itsinsertion, the step X constitutes a new
branch of the parallel branching defined by the AND-gplit B and the corresponding AND-join H. The

2 An example of a variable server assignment may be “Server (A):= Domain(Actor (Ay))”. This means that activity
A, isdynamically assigned to the server that islocated in the domain of the actor who worked on activity A ;.

3 With this, we mean logical assignments like “Activity A, must be executed by the same actor who has worked on
the preceding activity A;”.




Back to ToC

A P, ...~ Server Sz
>
WF server S1 " : EI_'
N ~ server S1
. 4
S
3 A ET=SYNC_E ;
v v ’ : =
- L — . * Ps —» %
[[E——{x > ]
Al =
v Le .
. - server Ss
Py ——{e |- 6 |- -

Figure 2: The sameinstance graph after performing a dynamic change.

desired execution order (X after F, X before D) is enforced by the additiona insertion of the two synchro-
nization edges’ F® Xand X® D (cf. Figure 2). Assume that this change is initiated by a client con-
nected to the WF server S. Obvioudly, the desired modifications are only alowed, as long as D has not
been started. In order to check this, first of all, the WF server S must retrieve the current state of activity
D from the WF server S, (Note that S; itself does not know the state of the upper branch). Conversdly, the
change must not only be applied to the WF instance graph stored at S, but it must also be considered for
the copy of this graph stored at S. The latter becomes necessary in order to ensure that S ddays the
execution of D until the newly inserted step X will be completed. WF servers that may become active in
the future (like S, in our example) must not be immediately notified about the change. Instead, it is suffi-
cient to transmit the corresponding information, when the control of the WF instance migrates to this
server. This approach, however, causes additiona communication costs for “norma” migrations, which
should be kept as minimal as possible.

For distributed workflows the correct handling of dynamic WF changes is a non-trivia problem. In the
following, we discuss important issues that arise in connection with the approach described above:

How must a migration be performed, if the corresponding WF instance graph has been changed? — As
already mentioned, the target server of a migration may only possess an old version of the schema of
the WF instance. On the one hand, it should be avoided that a complete description of the modified
WF instance graph is transferred to the target server. On the other hand, the new process structure
must be made available at this server, in order to correctly proceed with the flow and to provide a
proper basis for subsequent changes. The use of execution and change histories, which already exist in
ADEPT;, [ReDa98], offers a promising approach for reducing the communication amount. In the ex-
ample from Figure 2, when migrating the control fromthe S, (or ) to S, (S, controls the partition P,),
in addition to WF control data and WF relevant data, the corresponding entries from the change his-
tory have to be transmitted as well. The WF server S must then apply the modifications to its local
copy of the WF instance graph, before the execution may proceed. As far as possible, the redundant
transfer of information about a change should be avoided.

Is it possible to perform a dynamic WF change without synchronizing all WF servers currently in-
volved in the control of the WF instance? — Similarly to the execution of parale branches, it is desir-
able to perform dynamic changes of single branches without costly communication with other WF
servers. As shown in the example, for changes that affect multiple partitions of a WF instance graph
this will not always be possible. Instead, it must be ascertained for how long and in which mode the
WEF instance has to be locked at the respective WF servers. As far as possible, long-term locks should
be avoided, so that the WF execution is not blocked unnecessarily long. There are numerous examples
for dynamic WF changes, for which such a strict synchronization does not become necessary. Taking
the WF instance graph from Figure 1, for example, the WF server S might insert a new activity ke-
tween Cand D or delete the activity C (incl. the deletion of the outgoing data edge connected to d and
the deletion of the data-dependent activity | ) without synchronizing this change with S. This is possi-
ble, since S does not require information about the state of the lower branch in order to apply the
change. Conversdly, S must not be informed about the modification of the upper branch in order to
proceed with the control. Such local modifications do occur often in practice. Therefore it does make

4 Synchronization edges are a special edge type of our graph-based WF meta model ADEPT . [ReDa98]. They can
be used for modeling different kinds of "wait-for" situations between activities from parallel execution branches.
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sense to differentiate between different classes of changes with respect to a WF instance graph (e.g.,
local change of a partition, changes of several partitions controlled by the same WF server, changes of
partitions controlled by different WF servers, etc.) and to offer optimized procedures for their applica-
tion. Generdly, if a WF server wants to perform a dynamic change, it must determine which informa-
tion have to be retrieved from which other servers to perform the desired modifications and which
servers must be informed about the change afterwards.

Which adaptations will become necessary regarding server assignments, if a WF instance graph is
structurally changed? — For newly inserted activities, for example, appropriate WF servers must also
be assigned to. On the one hand, it seems to be attractive to use the same distribution algorithms that
are gpplied at build-time [BaDa98] (Note that this may lead to changed server assignments of other
WEF activities as well). On the other hand, if these run-time calculations are too costly, smpler g
proaches for the (dynamic) assignment of servers may be favorable. In the example from Figure 2, the

newly inserted activity X has been assigned to the WF server S;, which initiated the change.

Assume that a WF server S, which wants to apply a dynamic change to a WF instance, controls a par-
ticular partition from a paralel branch of the WF instance graph. How can this WF server find out,
which other WF servers are currently involved in the processing of this WF instance (see above)? —
The main problem in this context arises from the fact that, generaly, S has no information about the
state of activities from parallel branches (cf. Section 3.1), unless S controls these activities itself or has
obtained additiona information when an incoming synchronization edge was signaled [ReDa98]. The

server S does also not know, whether the processing of a parallel branch isin a state before or after a
migration. Using the information locally available, S does not know, which other WF servers are cur-
rently active. With respect to the WF instance graph from Figure 1, this applies to the WF server S,

for example. This server does not know, whether the lower branch is currently controlled by S or S.

This problem even gets worse if variable server assignments (cf. Section 3.1) are used.

Which additional problems arise in connection with variable server assignments? — If the server selec-
tion of an activity A, depends on the execution of a preceding activity A; (cf. Section 3.1), it must be
ensured that a WF server can be assigned to A,, even if A; will be dynamically removed from the WF
instance graph. In this context, it seems to be attractive to apply similar exception handling mecha-
nisms, as they have been used in ADEPT;, to guarantee the provision of activity input parameters in
the case of structural WF changes [ReDa9g].

Although we have used the ADEPT workflow modé for illustration purposes, most of the issues dis-
cussed, do aso apply to other flexible WF models.

4 Further Issues

We shortly discuss two other basic requirements, which are essentia for the flexible support of large-
scale WF-based application systems.

4.1 Semantic Rollback of Workflowsin Adaptive WfM S

An adaptive WfM S must offer adequate concepts to cope with semantic failures of single WF activities at
run-time. During the last years, a number of advanced transaction concepts have been devel oped [Alon96,
JaKe97, Leym95]. With few exceptions [LiPu98, MURa99], however, most of them are based on the &-
sumption that the flow structure of the transaction or the workflow, respectively, is completely known at
build-time. As shown in Section 2, this assumption is only valid for completely static workflows and does
not apply to adaptive WIMS. The proposed concepts are therefore not suited for the flexible support of a
broader spectrum of workflows.

Normally, for the transactional support of long-running processes, we cannot strictly enforce the
atomicity of the whole composite transaction (workflow). Instead, intermediate results may become visi-
ble and may be modified by other transactions. As a consequence ordinary transaction rollback is no
longer applicable in this context. An extended transaction mechanism must allow the WF designer to
define compensation steps for WF activities in order to enable the WM S to support some kind of “logical
rollback” for already completed and committed activities, if semantic failures occur at run-time [JaKe97].
One important problem in this context, which has not been satisfactorily solved in the literature so far,
arises from the fact that the kind of compensation of a WF step may depend on the current state of the WF
instance, on the point in time a failure occurs, or on other factors. Obviously, these dependencies compli-
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cate the definition of appropriate “recovery spheres’ [Leym95] and they also complicate application de-
velopment. It will be one of the key factors for the success of adaptive WF technology, whether it will be
possible to develop sophisticated concepts for describing compensation spheres, for implementing WF
activities and their (perhaps different) compensation steps, and for dealing with dynamic cases and d/-
namic WF changes (see above). In connection with dynamic changes, among other things, it must be con-
sidered that the definition of compensation spheres may have to be adapted when the structure of the WF
instance graph is dynamically modified.

In addition to these requirements, for enterprise-wide and cross-enterprise workflows numerous other
problems have to be solved. It has to be specified, for example, under which conditions an actor is
authorized to reset WF activities that are controlled by the WfMS of a foreign company. In this context,
we must not only deal with technical issues (e.g., support of different commit protocols), but we must
also consider numerous other aspects (privacy, documentation, differences in law for companies from
different countries, etc.). All these issues must be carefully analyzed and understood, taking into consid-
eration al the non-trivia interdependencies with other features of the system, like e.g., the support of
different kinds of changes (cf. Section 2) or the distributed execution of workflows (cf. Section 3).

4.2 Security Issuesin Adaptive WIM S

Very often, aWfMS processes data for which high standards must be set with respect to privacy and data
security. Generdly, in a WfMS the access rights of a person are determined by the roles or functions he or

she may take. Already for the static (“unflexible”) case, however, the definition of appropriate roles and
organizationa rules for substitutions may become very complex and poses high requirements for the
WIMS, especialy when looking at the maintenance of organizational models. For the “flexible” case, in
addition, we must ensure that dynamic changes of a WF instance do not lead to “security gaps’. For
cross-organizational workflows we have to deal with the difficulty that WF changes, which are reasonable
from the point of view of a single organizational unit, may be in conflict with superior process goals (e.g.,
temporal congtraints, quality requirements, etc.). For these reasons, it must be possible to control, at a
very fine level of granularity, which persons or roles may perform which changes with respect to a par-
ticular WF instance or with respect to instances of a particular WF type.

Most of the challenges discussed in the previous sections apply to "norma"” WF applications as well.
Nevertheless, in the context of enterprise-wide and cross-enterprise workflows they have a specia rele-
vance and an extreme importance.

5 Summary and Outlook

To be applicable to enterprise-wide and cross-enterprise workflows, a process-oriented WM S must cover
a broad spectrum of processes and it must support different kinds of dynamic changes at run-time. These
changes must be accomplished in an efficient and secure manner and without affecting the robustness of
the system. This must also apply if the number of users and concurrently active WF instances is high. In
this context, it is important that the "norma™ WF execution is not affected too much by the additiona
features of an adaptive WIMS. In the ADEPT project the described challenges have been exhaustively
investigated. Forma issues and the basic principles of dynamic WF changes are well understood in the
meantime. Furthermore they have been prototypically implemented in the ADEPT-WfMS [ReDa98,
RHD98]. We aso work on issues related to WF schema evolution and their interrelation with ad-hoc de-
viations. The same applies to scalability issues [BaDa97, BaDa98, BaDa99] as well as to some other
aspects (for an overview see [DaRe98]). An important next step will be, to interweave the different con-
cepts and to realize common implementations.
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Abstract

Businesgprocessewithin companiesrein generalwell establishecndsupportecoy commer
cially availableworkflow managemergystemsHowever, whenprocessespanmultiple compa-
nies(suchas,for instancejn the caseof virtual enterprise®r in businesgo businesslectronic
commerce)softwaresupportjuiteis limited. In suchcasesprocesseneedto beimplementedn
top of alreadyexisting systemsThe WISk projectaddressethis problemandprovidesadequate
infrastructureto supportthewholelife-cycle of virtual enterprisgrocessesncludingtheintegra-
tion of legag/ systemsgspeciallyof workflow managemengystems.In this paper we describe
our experiencewith theintegrationof SAP R/3 BusinesdNorkflows into WisE. In addition,and
sinceanimportantcharacteristicef the WisSe systemis the enactmenbf processewvith execu-
tion guaranteesye alsodiscusgheprovisionof executionguarantees/henexternalsystemsik e
SAPR/3BusinesdNorkflows areinvolved.

1 Intr oduction

In avirtual enterprise differentcompaniesemporarilywork togetheiin commonprojectsto achieve
commongoals. In orderto supportthis collaborationthe necessarynfrastructurehasto be avail-
able.In generalpusinesgprocessewithin eachcompalyy canbesupportedy workflow management
systems.In virtual enterpriseervironments,however, processego beyond corporationboundaries
andencompasservicegrovided by thedifferentparticipants A workflow managemergystenmsup-
portingvirtual businesgprocessem avirtual enterprisenustnow facethe challengeof incorporating
existing processesunningwith a variety of workflow managemergystems.

TheWIsE project[AFH 99 addressethis problemandprovidesaninfrastructureto supportthe
executionof virtual businesgprocessn virtual enterprisesAs partof the WISE project,we have been
working ontheintegrationof workflow processesinningin differentworkflow managemergystems
suchas,for instance SAP R/3 BusinessNorkflow andIBM FlowMark, into the WiISE system.This

*Part of this work hasbeenfundedby the SwissNationalSciencd~oundationunderthe projectWise (Workflow based
Internet Services,ht t p: / / ww. i nf . et hz. ch/ department/ 1S/ i ks/research/ wi se. htm ) of the Swiss
Priority Programmeélnformation andCommunicatiorSystems”.
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extendedabstracfocuseson theintegrationof SAP R/3 BusinessNorkflows, discussesheapproach
taken,andpresentpracticalexperiencesnadeduringthis endesor.

The paperis structuredasfollows: In Section2, we presenthe WISsE system,a workflow man-
agementystemdevelopedto supportviable businesso businessElectronicCommerce. Then,in
Section3, we provide a brief overvien of the interoperabilityproblemsthat have to be addressed
whenembeddindegag applicationsn workflow processewvhile atthe sametime providing execu-
tion guaranteetr theseprocessesNVe thenfocusin Sectiond onthepracticalexperiencegainedby
integratingSAP R/3 BusinesdNorkflow processesito Wise. Sections finally concludeshe paper

2 Wise: Workflow basedinter net SErvices

TheWiIsE project[AFH1T99] aimsto provide aviableinfrastructurdor businesso businesglectronic
commerceén virtual enterprisesTo this end,existing serviceof companiesemporarilyparticipating
in a virtual enterpriseare linked togetherand embeddedvithin a virtual businessprocess. To do
this, Wise implementsfour different components:definition enactmentmonitoring and ad-hoc
coomdination

The definitioncomponenprovidesthe possibility to createvirtual businesgprocessesupported
by an appropriategraphicalinterface (lvyFrame,a commercialbusinesamodelingtool by IvyTeam
[lvy]). The enactmentomponentompilestheseprocesamodelsin a formatsuitablefor execution
andcontrolsthe executionof virtual businesgrocessesln orderto keeptrackof the stateof virtual
businesgprocesseghe monitoringcomponengextractsandvisualizeshenecessarinformation. The
coorinationcomponenfinally offersthe participantsof a virtual businesgrocesghe possibility to
establishmultimediaconferencebasedn theinformationproducedduringexecution.

3 Integration of Applicationsinto WISE

Thetypical processesmplementedn WiISeE encompassactivities which areinvocationsof different
subsystemsge.g.processesunningin differentworkflow managemergystems).Onekey featureof
the WISE engineis to provide executionguaranteeor theseprocessesvenin caseof failuresand
of concurrenticcesdo sharedesourcesTo this end,theideasof transactionaprocessnanagement
[SAS99] are applied. Among others,theseexecutionguaranteeinclude guaranteedermination,a
moregeneralnotion of atomicitythanthe standardhll or nothingsemanticsGuaranteedermination
is realizedby partial compensatiorand alternatve executions. In addition, WISE also controlsthe
parallelizationof concurrenprocesseto guaranteeorrectinterleaings.

3.1 Transactional Coordination Agents(TCAS)

In orderto enforcesuchexecutionguaranteeby the Wi SE engine eachparticipatingsubsystenmust
meeta seriesof requirements.Theserequirementsncludethe following databasdunctionality for
singleactvities: All actiities haveto beatomicto avoid inconsistenciedueto theundefinedutcome
of non-atomicactiities within a subsystemin casethatactiities canbe semanticalljcompensated
oncethey have beenexecutedcorrectly the availability of this compensatiotasto be guaranteed.
When activities can not be compensatedtheir commit may have to be deferredin certaincases.
Finally, for someactiities arepeatednvocationwith “exactly-once-semanst is necessarn order
to guaranteeheir successfuexecution. Furthermorewhenparallelaccesdo sharedesourcesakes
placeordersestablishethetweeractiities by the WISe enginehave to berespectedh theunderlying
subsystems.
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Sincethe goalis to integratearbitraryapplicationanto Wise (andespeciallyarbitraryworkflow
managementystems)theserequirementsrein generalnot met. Therefore gachparticipatingsub-
systenmis wrappedoy atransactionatoordinatioragent{TCA) [NSSW94,SST98. TheWISE system
thenactsasa processscheduleon top of several TCAs servingaslower level schedulersThe task
of the TCA thathasto be provided for eachapplicationis thereforenot only to exploit the subsystem
specificinterfacesto allow local serviceso be invoked from Wise but alsoto provide the required
databaséunctionalityontop of theapplication(adetaileddiscussiorcanbefoundin [SSA99]). Thus,
TCAs extendtheideaof the applicationagentdefinedwithin the workflow referencenodel[Hol93]
of the Workflov ManagemenCoalition (WfMC) by providing additionaldatabaséunctionality on
top of applicationsystems.

3.2 Structure of GenericTCA

With respectto the functionality to be provided by eachTCA, thereare four differentmodulesto
considefWun9q: communicationschedulingmonitoringandexecution(figure 1).

To supportexecution actiities mustbe mappedo local operationsFor this purposesubsystem-
specificinterfaceshave to be exploitedandthus,the executionmodulehasto betailoredto the appli-
cationto beintegrated.

Furthermore,schedulingof local operationswith respectto the actvities specifiedby the
Wise systemhasto be performedby
the schedulingmodule. This includes
the preseration of the givenordersas
well asthe provision of local atomic- “
ity, theguaranteedvailability of com- Transactional y

pensatingctiities, andeventuallythe Coordination Communication
defermenbf local commits.For these Agent !

purposesthe TCA hasto persistently Scheduling ~——®

log the actiities executedwithin the L ~_ .
subsystenandeventuallyalsothe ac- Monitoring Execution

tivities neededor compensatiompur I \
poses. | !

In order to supportthe interac- ‘ Subsystem ‘
tion betweenthe WIse systemand
TCAs,acommoncommunicatiorpro-
tocol hasto be provided by the com-
municationmodule.

Finally, themonitoringmodulecoverstheextractionof local stateinformationfrom theunderlying
application.For this purposeagainexisting interfaceshave to be exploited suchthatthe monitoring
modulealsohasto betailoredto thesubsystem.

Figure 1: Structureof agenericTCA

4 Integration of SAP BusinessWorkflows

SAP R/3 [SAP] is one of the mostcommonlyusedapplicationsystemsfor businessmanagement
purposeslt consistsof specializednodulesfor seseral applicationareade.g.,productionplanning,
logistics,humanresourcananagemengr controlling). Thesystemis built in a client/serer architec-
tureandis basedn arelationalDBMS [BEG96].
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In orderto integratearbitrary SAP R/3 BusinessNorkflows [WFB195, SAP94 aspartof WISE
processesytransactionatoordinationagentfor SAP R/3 hasbeenimplementedSch9g. Thearchi-
tectureof this TCA is depictedn figure 2. Theagentspecificpartsarecoloredin light graywhereas
the standardSAP R/3 systemis depictedin white color. The agentis tightly integratedinto the core
systemas,for instanceR/3's underlyingdatabasés usedfor themanagementif the TCAs’ metadata
andis accessethroughthe standardBMS interfaceof SAP R/3. The kernelof the TCA is itself a
SAPworkflow procesgmetaprocess)n whichthefunctionor theworkflow to beexecuteds embed-
dedin a genericway by simply passingts nameasparameteto the metaprocess.In whatfollows,
we describen detailthearchitectureof this SAPR/3 agent.

RFC Library Adapter
(Communication)

o 'rt-RFCr‘mw
SAP Gateway SAP GUI |

3 g

toring)

/

Meta |1
Workflow

|| (Execution) |

2

(Scheduling)

SAP R/3

Trans-
actions

Agent
Metadata

SAPR/3

Figure2: Architectureof the SAP R/3 agent

For executionpurposesthe metaworkflow of the TCA is calledwith a specificatiorof thename
of thefunctionor procesgo beexecuted.

Communicatiowith the W1 se systentakesplaceby exploiting thetransactionatemotefunction
call (t-RFC) of SAP R/3 (t-RFCis thetransactionalariantof SAP’s implementatiorof the remote
procedurecall, RPC,which is available via a setof C library functions). It supportsboth multiple
parallelcallsof R/3functionsfrom externalapplicationsaswell ascall-backsof externalapplications
from within theR/3 systenvia the SAPgatevay. Thecommunicatiomodule(t-RFClibrary adapter)
is thusathin softwarelayertransformingrequest$rom Wisk into t-RFC callsandvice versa.



Themonitoringtaskis implementedy customizatiorof thenec-
essaryR/3 transactionsindprocessesThis is possiblesincecertain
hooks(custometexits) areforeseerin R/3 to adduserspecificcode
and sincethe ABAP/4 [KW97] sourcesof all R/3 transactionsare
available (ABAP/4, AdvancedBusinessApplication Programming
Languageis the 4** generatiorprogramminganguagen which the
greatespartof the R/3 system—asideof a small C kernel—is im-
plementedn).

SAP R/3 supportghe notion of transactionandguaranteesull
ACID propertiesfor them. When a single function hasto be exe-
cutedasan actiity in WiISE, atomicityis provided by the R/3 sys-
tem. Whenacompletevorkflow proces$asto beexecutedhowever,
appropriatefailure handling mechanismseedto be implemented
within this procesgo do a rollbackin the caseof failuresin order
to guarantegherequiredall-or-nothingsemantic®f actiities.

In general the metaworkflow encompassesnly two actvities:
the function or processto be executedand its associatedompen-
sation. In this, we follow the ideaof an explicit registrationof the
compensatiorwhich is adwantageousn that all instancesof SAP
R/3 workflow processesogetherwith the associategharametersire
storedpersistentlyin the underlyingDBMS. Thus,no additionalef-
fort hasto betakento log the parametergissociatedvith anactiity
executedby WISE. After anactvity of WISE (which correspond$o
aworkflow processof SAP)within the metaworkflow hasbeenex-
ecutedsuccessfullythe metaprocessperformsan idle wait (which
doesnot consumeary resources).If the nestedSAP procesaeeds
to becompensatedninternaleventin SAPR/3is generatedia at-
RFClibrary call andthe next activity of themetaworkflow, thecom-
pensationcanbe executedwithout explicitly specifyingtherequired
parametersOtherwise whencompensatiomo longerhasto becon-
sidered,the metaprocesss terminated. The structureof the meta
workflow, which formsthe body of the TCA, is depictedin figure 3
usingthe event-controlledprocesschainnotationof SAP. Although
this processconceptuallyencompassesnly two actiities, a couple
of internalchecksand eventsarerelevant. First, the metaworkflow
writes a log entry to prevent multiple startsof the sametask. After
this, the desiredworkflow is startedwhile in the meantimethe meta
workflow waits in parallelon its terminationsignal(a). If anerror
occurredandthe workflow is markedto berepeatablethe flow goes
backto startthe workflow again(b). After successfuterminationor
abortof the workflow, the resultis calledbackto theWise system
(c). The parallelsection(d) communicatesvith the external Wise
system.At this point the metaworkflow waitsin anidle wait until a
decisionis sentfrom the WISE systemin orderto compensatée) or
not.

Theretriability of SAP processess achieved by exploiting SAP Figure 3: Structure of the agents
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library adapterof the TCA hasrequestedh t-RFC identifier from the R/3 system all invocationsof
aretriableactvity areperformedwith this ID andthe R/3 systemguaranteethatis is executedonly
onceevenwhenmultiple invocationsof this actiity occur

SAP R/3's t-RFCwasoriginally designedo starta function on anotherR/3 system.In orderto
invoke a workflow, a thin layer of SAP-R/3functionsis neededo propagateequestdrom outside
to the SAP workflow managemengystem. For this purpose we use ABAP/4 functionsin orderto
propagateallsfrom the outsideworld to theworkflow componenbf SAPR/3.

This function layer alsoimplementsthe mappingfrom the external ID usedin Wiste for each
actvity to SAP’sinternalworkflow identificationnumber Oncea metaworkflow hasbeenstartedit
handlesall the messagefrom the Wise system.For every type of commanda functionis provided
to sendthis commando themetaworkflow by aninternalevent.

The startcommandnvokesaninstanceof this metaworkflow, passinghe nameandcorrespond-
ing parameterso the workflow procesdo be invoked. The metaworkflow marshallghe parameters
andstartsthe desiredR/3workflow asif it wasstarteddirectly from within thesystem All parameters
of a SAP workflow processarestoredin a so-calledcontainerwhich is anarrayof parametename
andvaluepairs. Sincethe metaworkflow hasto storethecontainerof theworkflow, this containethas
to be pacledinto the containerof the metaworkflow. Thatway every built-in SAPworkflow canbe
invoked without change®n its definition. Furthermoresinceonly standarccomponent®f SAPR/3
areexploited, the TCA implementatiorwill not be affectedby changesntroducedby new releases
(it is, for instanceguaranteedhatall customeexits of R/3 arealsopresenin future versionsof the
system).

After the workflow terminatesthe metaworkflow sendsa notificationbackto the WiSE system
andstaysin idle wait until it canterminatetself or until it hasto startthe compensatiomvorkflow in
orderto undothefirst workflow. Thewholecontainerf theworkflow in theendstateof theworkflow
is passedhroughmetaworkflows containeiin orderto presere all informationsto undothechanges.
This way we canstoreall this informationpersistentlyin the metaworkflow’s container

Theworkflow modelof SAP R/3is designedo reacha consistenstateafterthe terminationof a
processAs in our casewe have have anadditionalworkflow manageabore SAP, we needa mech-
anismto propagatesomeresultstateback. To provide this feature,we introduceda specialvariable
WF_RESULT whichrepresenttheresultof theworkflow execution.

5 Conclusion

In this shortpaper we have discussedhe practicalexperienceggainedfrom the integrationof SAP
R/3 BusinessNorkflows into the WiISE system.This integrationnot only involvesthe invocationof
SAP processefrom WISE but alsothe provision of executionguaranteefor SAP processesvhich
canbeexploitedby WisE. To this end,a transactionatoordinationagent(TCA) is required,which
is in the caseof the SAP R/3implementationtightly integratedinto the system.Togethewith a TCA
thathasbeenimplementedor IBM’s FlowMark [IBM94], the SAPR/3 TCA complementshe effort
to allow the WisE systemto run processesn top of processes.

Basedon the TCAs alreadyimplementedpur futurework aimsin providing furthersupportwith
respecto the monitoringof nestedprocesseshatare,in generalnot knovn to Wise. To this end,
anabstractdescriptionof nestedorocessewvill be madeavailable. The TCA thenpublishesnternal
statesof nestedprocessewiith respecto this abstractescriptionsuchthatit canbedisplayedoy the
monitoringfacilities of WISE.
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