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Abstract. One of the major problems in CBIR is the so-called ‘semantic
gap’: the difference between low-level features, extracted from images,
and the high-level ‘information need’ of the user. The goal of diminishing
the semantic gap can be regarded as a quest for similar ‘concepts’ rather
than similar features, where a concept is loosely defined as “what words
(or images) stand for, signify, or mean” [1]. We first seek to establish a
metaphysical basis for CBIR. We look at ontological questions, such as
‘what is similarity?’ and ‘what is an image?’ in the context of CBIR. We
will investigate these questions via thought experiments. We will argue
that the meaning of an image—the concept it stands for—rests on at
least three pillars: what actually can be seen on an image (its ontology),
convention and imagination.

1 Introduction

Before the advent of Content-Based Image Retrieval (CBIR) as a means to auto-
matically index and query image databases, access to such collections was based
on textual annotation. Annotation, however, is a lengthy, costly and cumbersome
process that has ambiguous results. It depends not only on the state of mind
of the annotator, but also on the situation the annotator is in. In recent years,
so-called ‘semantic’ approaches have come to the fore. Often these approaches
are based on predefined categories, for example, in an ‘ontology’. The term ‘on-
tology’ has been appropriated by Information Science from Philosophy and has
been given a different sense. For instance, Gruber’s short answer to the question
‘what is an ontology?’ is that an ontology is a “specification of a conceptualiza-
tion” [2], quite different from “a general theory of what there is” [3, p. 400], as
twentieth century analytical philosophers use the term. Zuniga [4] describes this
appropriation and attempts to reconcile the different viewpoints. In this paper
we will use the term ontology in the latter sense of ‘what there is’. Perhaps, a
‘specification of a conceptualization’ can be be built on top of our ontology of
an image.

In the early days of CBIR it became apparent that the content-based ap-
proach to image retrieval exhibited the same sorts of problems as did text-based
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Information Retrieval (IR), linked to the difficulty for a user to express his/her
actual information need in terms of the document representation mechanism (of-
ten hidden) used by the system. One of the major problems came to be known
as the ‘semantic gap’, i.e. the difference between (the similarity of) low-level
extracted features, such as measures of colour and texture, and (the similarity
of) high-level concepts [5]. This is even more accentuated in CBIR than in IR,
since the “distance” between the features (e.g. colour and texture descriptors
vs. individual words) and the meaning of the document is apparently greater.
Some in the CBIR community looked at IR and introduced Relevance Feedback
(RF) [6] into the retrieval process [7].

The rationale of Relevance Feedback is that by incorporating a user’s judg-
ments of the retrieval results into subsequent queries, the user would be able to
further refine the representation of his/her information need, and thus enable
the system to narrow the semantic gap. However, little has been said about the
nature of the relation between the low-level and high-level features. We have
investigated that relation and believe that it is one of supervenience [8].

In this paper we discuss the process by which an image acquires meaning. We
will argue that the meaning of an image is indeed in the mind of the beholder,
but that his/her state of mind is affected by (1) the physical appearance of the
image on a computer screen, (2) conventions and (3) individual capabilities, in
particular imagination.

The remainder of this paper is organized as follows. We give a brief overview
of the CBIR process, highlighting those aspects that have a bearing on this pa-
per’s argument. This is followed by a brief discussion of our ontology of an image,
with supervenience relations between pixels, visual features, and the ‘whole of
the image’. We then discuss the role of convention and imagination in concep-
tualization. We conclude with some remarks concerning our methodology.

2 A Overview of the CBIR Retrieval Process

Without collections of digital or digitized images, CBIR would not be possible.
The origins of the images and the contexts in which they were taken are largely
immaterial to our argument, except that the collection is not from highly spe-
cific domains (e.g. medical imagery). That is not to say that what follows is not
applicable to specific domains, but rather that what is in mind is a heteroge-
neous collection. It might include medical images, but also images of paintings,
sculptures, landscapes, people,. .. whatever.

In the generic CBIR process, the first step is to extract features from the
stored images. The most common extracted features are descriptors of colour
(e.g. colour histograms [9]), texture (e.g. responses to a bank of Gabor filters [7]),
and shape [5]. The main development of these features took place in the field
of Computer Vision. In some cases an effort is made to choose features that
coincide with theories of how the human visual system works, such as the use
of Gabor filter responses [10], but in others it seems clear that there is no such
correspondence (e.g. the use of one-dimensional Fourier descriptors to describe
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shapes [11]). Despite this, the extracted descriptors are commonly called “visual
features”.

The result of feature extraction is a set of numerical features. An image is
represented by these features, and these are used to index the entire collection.
Although the data structures and algorithms used for indexing are at the heart
of any proper CBIR system, we will not discuss them further. We simply point
out the difficulty of comparing disparate and perhaps incommensurate features
for indexing purposes.

Another crucial part in any CBIR system is its user interface, which enables
a user to compose and submit queries. The query mechanism is typically based
on the Query-By-Example (QBE) paradigm, first developed for a more intuitive
access to relational databases [12]. The user is asked to define his/her ‘infor-
mation need’ by providing an example image. Refinements include selecting an
image region by mouse-click [13] or drawing a sketch [14].

After submission of the query, the CBIR system compares the features of
the query image with those of others in the collection. Based on some similarity
measure, often the Euclidean distance, the system ranks the images, and presents
the top-n to the user, usually as a linear list of images. The retrieved images are
displayed in this list in decreasing order of similarity according to the measure.

At this stage the user may give relevance feedback (RF). RF is a valuable
tool in CBIR, for it gives the user the opportunity to further refine his/her
‘information need’. For every image in the retrieved list, the user is enabled to
indicate whether a certain image is relevant to his/her query (positive feedback),
or not (negative feedback). The two early main strategies for processing user’s
feedback in CBIR were (1) to issue a separate query for each image with feed-
back and merge the results, and (2) create a new, composite query based on the
user’s feedback by reweighing the features in the query [7]. Note that none of
the strategies attempt to overcome the ‘semantic gap’ by some adjustment at
the high level of the ‘information need’. Soon it was proved that the incorpo-
ration of RF, especially the feature reweighing strategy, enhanced the retrieval
effectiveness in terms of precision and recall [15, 16].

However, the semantic gap still persists. This persistence is often blamed
on human perception, as humans are said to interpret the same visual content
differently at different times. Moreover, the same visual content is interpreted
differently by different users [17,15]. Be this as it may, there has been little ap-
parent attempt to comprehensively model the visual content of an image and the
workings of the human brain in perceiving and interpreting this visual content
in the context of CBIR. In this paper we attempt precisely that.

In summary, we distinguish three phases in the CBIR process in which
the capabilities of the human brain and mind—vision, perception, cognition,
memory—play, either implicitly or explicitly, a role. In the feature extraction
phase, images are decomposed into visual features. During query processing the
user is initially required to express his/her information need via some example
image. The processing entails comparison of the extracted features of the query
image(s) with extracted features of all of the images in the database. In the
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comparison some similarity measurement is used. The RF part makes use of the
user’s judgment of the relevance of the images in the retrieved set.

In this paper we concern ourselves first with the connection between pix-
els, visual features and the whole of the image, secondly, with the influence of
convention on our concepts, and, thirdly, with the role of imagination in our
conceptualization.

3 The Ontology of an Image

We are concerned with the image when it is displayed on an ordinary computer
screen: when it offers its content to the ‘beholder to be’, as it were. The most
common digital representation of an image is in pixels (picture elements), where
a pixel consist of a value for the each of the colour components red (R), green
(G) and blue (B), and two-dimensional—a computer screen is flat—spatial co-
ordinates that define its position within the whole of the image. In short, a pixel
can be represented with a five dimensional vector: (R, G, B, z,y). Pixels are the
basic entity in our ontology of an image.

As the purpose of a CBIR-system is to facilitate retrieval of images similar to
some user’s information need, based on his/her visual experience of the image,
comparing images solely based on their pixels will not do, for visual experience is
robust to many small changes in the values and positions of pixels. Between the
whole of the image and the pixels is a mediating level: the level of visual features.
The third entity is seemingly the most obvious: the ‘whole of the image’. Note
that by the ‘whole of the image’, we do not mean simply a collection of pixels,
rather we refer to the entity capable of being perceived by a human observer.

The relation between the pixels, the visual features and the ‘whole of the
image’ is one of supervenience. We understand the relation as succinctly put by
the philosopher Lewis: “supervenience means that there could be no difference
of the one sort without a difference of the other sort” [18, p. 15]. In our case the
‘one sort’ are the visual features and the ‘other sort’ the properties of the pixels.
Note that ‘difference’ extends to both the colour of the pixels and their spatial
coordinates. In short, the visual features supervene on the pixels. Since super-
venience is transitive, the ‘whole of the image’ also supervenes on the pixels [8,
19].

Many of the features used in CBIR systems do not have the property that the
‘whole of the image’ supervenes on them: it is possible to have a change in the
‘whole of the image’ without a change in the feature . We would thus choose not
to call them ‘visual features’ in the sense above. Many features used in CBIR
have the property that radically different images (in terms of both the pixels
and their perception) lead to identical features. A classic example is the colour
histogram: any permutation of the pixels of an image leads to another image
with the same colour histogram. The vast majority of these will look like noise
to a human observer. We contend, therefore, that designers of CBIR systems
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should strive to employ features that are visual features, in the sense that the
‘whole of the image’ supervenes on them.!

4 Convention

Fig. 1. Two images

Figure 1 presents two images. The image on the left is of a cat. We can be
so specific because in our lifetimes we have learned that the word ‘cat’ refers to
an animal which looks a lot like the one in the image. We can see the animal
in the image, because the dominant visual features have the appropriate prop-
erties, in turn because the pixels have certain colours at suitable locations. The
representation of the cat is central in the image and grabs our attention. There
are further visual features, such as the texture we associate with the bark of a
tree, and in the background we see the texture of leaves, but we do not regard
these features as critical in determining what this image is about.

If, however, the pixels had had different relational properties, then it might
have been a different animal altogether. For example, Figure 2 is not that of a
cat, although our visual experience is dominated by black and white pixels as in
Figure 1.

The right-hand image in Figure 1 is that of a box. We know, because the
visual features (edges, angles between edges, shading) makes the shape visible

! There is perhaps a caveat here. It is sometimes desirable that features be invariant
under certain transformations of the pixels (e.g. rotation, scaling. etc.) that would
be perceived as a change in the ‘whole of the image’.
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Fig. 2. A cow

that we call ‘box’. Hardly anybody will be able to not make a distinction between
the images of Figures 1 and 2. Had our information need been, ‘cat’, ‘box’ and
‘cow’, we would have found images for them. We recognize the images, because
we have learned that the images represent what we denote by the proper nouns.
Here some sort convention is at work.?

Whatever the ‘convention’ is exactly, it is clear that it is some sort of agree-
ment that influences the behaviour of people. Amongst the strongest conventions
are the linguistic conventions, for example, that the word ‘cow’ in the English
language refers to something that very much looks like the animal depicted in
Figure 2. It is almost impossible to go against this convention when using—
speaking, writing—FEnglish.

Other examples of conventions, include driving in a car on the left-hand side
of the road in Australia and the kinds of clothes to wear for particular occasions.
What all conventions have in common is that when somebody does not abide
by them, there is a penalty. Driving on the right side in Australia will cause
havoc for the driver and other traffic users, and wearing the wrong clothes to a
function may cause exclusion in some social circles. Conventions regulate human
behaviour without direct law and law enforcement [20].

5 Imagination

Consider the images in Figure 1 again. What concept do these images represent?
Obviously, in isolation the left-hand image could represent the concept ‘cat in

2 However, conventions can only work on things that are in existence, or at least that
are imagined to be in existence. Also at work are non-conventional features of the
environment. The fact that the world we live in contains cats and cows is is extrinsic
to the pixels, but it feeds into the determination of whether the pixels constitute
an image of a cat or a cow. In a thought experiment one might imagine a world in
which there never were and never will be any such things as cats and cows. We could
imagine the arrays of pixels in Figures 1 (a) and 2 arising in that world. Then the
images would have all the same visual features, but they would not be images of a
cat or a cow. The meaning of the image also depends on what exists in the world
outside, not just the pixels on the screen.
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a tree’ and the right-hand image the concept ‘closed cardboard box on a flat
surface’. However, we deliberately put the two images together to express one
concept. What that concept is depends on your frame of reference at the time
you see the images. That frame of reference includes your knowledge, recollection
of past experiences, your state of mind, and your mind’s ability for imagination.

We offer two alternative concepts that can be derived from the two images.
Both concepts are affected by what the images actually represent, explained by
the supervenience relation, by the beholder’s imagination, and knowledge and
past experience. The first concept is that of ‘a cat that is ill and has to go to the
veterinary surgeon’. The beholder had a cat that very much looked like the one
on the image. In its last days the cat succumbed to an illness that was treated by
a veterinary surgeon. The cat was transported in a white cardboard box, such
as the one on the image.

The second concept is that of the famous ‘Schrédinger’s Cat’ thought exper-
iment that Schrédinger conceived to attack the apparent absurdity of the notion
of superposition in quantum theory being extended to macroscopic objects [21,
p. 328]. The juxtaposition of the images of a cat and a box in Figure 1 might
bring to mind Schrédinger’s Cat for an observer with appropriate knowledge and
imagination.

As a further illustration, suppose that the left-hand image of Figure 1 is the
image of the cow (Figure 2). It is a big ask of the beholder’s imagination, but,
again, not impossible, to think of Schrodingers cat.

From these examples, we conclude that not ‘anything goes’ in imagination
with respect to interpretation of the images in CBIR. Imagination is at least
bounded by what is actually ‘in’ the images, what is there to be seen by the
beholder.

A possible lesson for CBIR is that, when presenting images side by side to a
user, the juxtaposition of certain images may well affect the user’s interpretation
of the meaning of the images, and, thus the user’s judgment of the relevance of
the images with respect to his/her ‘information need’.

6 Future work

In future work we will investigate the ideas developed in this paper in imple-
menting a CBIR system based on Formal Concept Analysis (FCA) [22]. We
hypothesise that a CBIR system based on some form of concept analysis would
have the potential to improve retrieval results. This expectation is based on a
metaphysical viewpoint in which the locus of concepts is in the mind of the
beholder. This viewpoint goes back to Aristotle (384-322 BC) for whom real
properties and relations, ‘universals’, are in the things themselves and only the
mind’s faculty of abstraction gives access to these universals.

In our ontology an image is represented by features that supervene on the
pixels. In FCA, a formal context is defined as a set of objects, a set of attributes,
and a relation between them. A ‘formal concept’ consists of all the objects that
have certain attributes in common (via the relation), and vice versa. The idea is
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to create a formal context in which the objects are images and the attributes are
binary predicates that indicate whether an image has or does not have a certain
feature.

The result of FCA is a lattice, the vertices of which are concepts. Edges con-
nect concepts, leading to more general concepts in one direction (up), and more
specific in the other (down). We hope that using this lattice in the user interface
of a CBIR system will help to reduce the semantic gap, because the user will
be able to compare his/her high-level concepts with the formal concepts. Even
though the latter may not coincide with the former, we do not have to transform
high-level concepts to the low-level features. Furthermore, by presenting images
as part of a concept rather than in a linear list, we also hope to circumvent the
‘juxtaposition’ effects of a ranked list.

7 Conclusion

We have described the main phases of the CBIR retrieval process, namely visual
feature extraction, similarity measurement, and query processing with relevance
feedback We have drawn attention to our ontology of an image, in which the
‘whole of the image’ supervenes on visual features, and the visual features super-
vene on the pixels. We have noted that many image descriptors—features—used
in current CBIR systems do not have the property that the ‘whole of the image’
supervenes on them. We suggest that it it is in fact desirable that features em-
ployed in CBIR be true visual features, and that the supervenience relation is a
useful way of thinking about and making this distinction.

We also made clear that RF strategies do not compare images on the level
of information need. Perhaps one of the reasons the ‘semantic gap’ persists.

We followed these discussions with brief thought experiments addressing con-
vention and imagination. These further highlight the importance of the beholder
in determining the meaning of an image. We conclude that to overcome the ‘se-
mantic gap’, the human, with all its mental dispositions, should get a more in-
terwoven role in the CBIR retrieval process, beyond current relevance feedback.
We see potential for increasing the influence of the user, for example, in the
measurement of similarity [23] and in a different representation of the retrieval
results, perhaps without regular juxtaposition of images.

We believe that an interdisciplinary approach, such as that taken here, can
lead to fruitful results. It has led to a deeper understanding of ‘convention’ and
‘imagination’; and given that understanding gained, we could derive some likely
practical consequences. This paper has focused more on the philosophical as-
pects. To establish the case with computer scientists will require experimental
results. In the section on future work we have sketched the experimental CBIR
system we are developing to meet this requirement. We note that such interdisci-
plinary work is something of a balancing act: to great a depth of explanation and
detail from the first discipline risks incomprehension by the latter, too shallow
risks being seen as trivial by the former.
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