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The growing popularity of E-commerce services is increasingly attracting the attention of
their users to the services of recommendation systems. Collaborative filtering is one of the
well-known recommendation methods that help customers select possible products of interest.
However, recommendation systems are open to malicious attacks to promote or discredit
certain products. They create and implement in the system of recommendations fake user
profiles, the so-called shilling attacks, causing a significant change in the ratings of products
in the social network, thereby causing significant material and moral damage. This paper
presents the characteristics of shilling attacks, describes the main models and their parameters,
as well as the main, the most important methods of detecting fake profiles. We propose
an algorithm of recommendations based on K-means clustering as a sustainable method of
countering shilling attacks in social networks. Its resistance to shilling attacks, the most
popular among attackers, are investigated, and the influence of various attack parameters
on the results of its work is analyzed. Computer simulation of intrusions and analysis of
their impact on the forecast of recommendations showed that the algorithm is resistant to
shilling attacks without significant impact of introduced malicious profiles on the work of the
recommendation system.
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1. Introduction

With the increasing in amount of information available in everyday life due to the
widespread use of the Internet, social networks became one of the popular tools for
the collection and analysis of the necessary information. Recomendation systems (RS)
algorithms are effective in automating people’s habits by collecting information about
their preferences in products, goods and services such as movies, music CDs, books,
etc. As a rule, RS are a user-product matrix containing product ratings compiled by
users as a result of either a purchase or recommendations received from other users [1].
Whenever a user requests a rating for a product of interest to him, the system builds it
in the form of a weighted average of ratings of other users of this product. Modern RS
are not yet able to reliably distinguish the profiles of genuine users from malicious ones,
which makes them vulnerable to manipulation by unscrupulous users. Malicious users
or competing companies may invade databases to artificially increase or decrease the
popularity of a particular product. This process was first described in paper [2] and is
terminologically defined as a shilling attack. Identification of fake profiles and resistance
to them are crucial properties for the success of recommendation systems. All this made
it necessary to develop an effective algorithm of the RS to create personalized forecasts
of recommendations with high accuracy in the conditions of inevitable attacks on the
intrusion of fake profiles in the recommendation systems.

With the increasing popularity of RS there are a number of models attacking
mechanisms for performing manipulations on the recommendations in favor of specific
products. Shilling attacks on the system are generated by introducing fake profiles into
user databases. The General attack strategy is shown in the Fig. 1. In the literature,
shilling’s attacks are classified in two ways: attacks aimed at improving the rating of
the product chosen by attackers (push attack) as an object of attack, and attacks aimed
at lowering its rating (nuke attack) [3, 4]. To increase the forecast, i.e. to increase
the popularity of some product, the attackers form a new profile of the RS user , who
assigns him a high rating by his vote in the network. To reduce the popularity of the
target product, it is assigned a low rating. Attackers generate fake profiles, assign
maximum or minimum rating values to their target products in accordance with their
intentions and enter them into databases, thus manipulating recommendations in the
system in their favour. A significant number of works are devoted to the use of clustering
methods to solve the problem. The successful application of clustering methods in
shilling attack detection algorithms inspired us to the hypothesis that the K-means
clustering method can be proposed as a reliable prediction algorithm [4–6]. In addition
to detecting malicious profiles, we suggest that the clustering method can be used to
develop algorithms to build a reliable rating prediction for recommended products. In
addition, repeated application of the clustering algorithm should eliminate all shilling
profiles after some level of the constructed binary tree.

2. Models and properties of shilling attacks

The most famous strategy of the attacker on the introduction of fake profiles to
a user group of the system is as follows [7, 8]. First of all, this user tends to more
frequent mention of some product in the system. It is obvious that for this purpose it
is necessary to change the predicted rating value of this product for as many users as
possible. An effective shilling attack makes this value as high as possible. A measure of
the effectiveness of the attack can be the value of the bias of the forecast rating of the
target product. It is defined as the difference in the predicted value of the rating before
and after the attack [9].

𝑃 =
∑︁
𝑢

̃︀𝑟𝑢𝑖,𝑦 − 𝑟𝑢𝑖,𝑦 . (1)
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Figure 1. Shilling attacks general structure.

where ̃︀𝑟𝑢𝑖,𝑦 denotes the product rating forecast 𝑦 for the user 𝑃𝑢 after the attack,
𝑃𝑢– the forecast of the product rating shift y by users. Thus, the task of the attack is
to maximize P. The prediction itself ̃︀𝑟𝑢𝑖,𝑦 can be calculated as follows

̃︀𝑟𝑢𝑖,𝑦 = 𝑟𝑖 +

∑︀
𝑢𝑗∈𝑁 (𝑟𝑢𝑗 ,𝑦 − 𝑟𝑢𝑖 )∑︀

𝑢𝑖∈𝑁 𝐶𝑢𝑗 ,𝑢𝑖

, (2)

where 𝑟𝑢𝑗 ,𝑦 - product rating y for user 𝑢𝑗 , 𝑟𝑢𝑖 , 𝑟𝑢𝑗 , – average ratings for users 𝑢𝑗 , 𝑢𝑖;
N-the set of the nearest neighbors of user 𝑢𝑖 , 𝐶𝑢𝑖,𝑢𝑗 - similarity measure between users
𝑢𝑖, 𝑢𝑗 , which is selected as Pearson correlation

𝐶𝑢𝑖,𝑢𝑗 =

∑︀
𝑦(𝑟𝑢𝑖,𝑦 − 𝑟𝑢𝑖 )(𝑟𝑢𝑗 ,𝑦 − 𝑟𝑢𝑗 )√︁∑︀
𝑦(𝑟𝑢𝑖,𝑦 − 𝑟𝑢𝑖 )

2(𝑟𝑢𝑗 ,𝑦 − 𝑟𝑢𝑗 )
2
. (3)

Note, that correlation (3) is calculated only for those products for which there are
ratings from both users 𝑢𝑖, 𝑢𝑗 . Other similarity measures should also be noted, for
example, cosine [10]. On Fig. 1 the general structure of the shilling attack on the
recommendation systemare is shown. The composition of the elements of a shilling
attack is given below.

𝐼𝑇 : a set of target products consisting of one or more names, called a single or
multiple attack. Rating 𝛾(𝑖𝑇𝑗 ), usually defined as the maximum (minimum) value of the
target product profiles in the network, depending on the type of attack (push/nuke);

𝐼𝑆 : a set of selected items with a rating defined by the function 𝜎(𝑖𝑠𝑘) ;
𝐼𝐹 : a set of filler items obtained randomly from selected products with a random

assigned ratings 𝜌(𝑖𝐹𝑙 );
𝐼𝑁 : a Set of items with no rating.
Next, we consider the basic models of shilling attacks and describe their properties.
Random Attack (RN). The selected set of target products is empty, and the randomly

selected set of placeholder elements contains random values derived from the normal
distribution with the mean and standard deviation over the system. The target element
is assigned the maximum rating available in the recommendation system. 𝐼𝑆 = ⊘ and
𝜌(𝑖) ∼ 𝑁(𝑟, 𝜎2).

Average attack (AV). A more effective push attack model is aimed at the individual
average rating of each item, rather than the average value of the entire recommendation
system. The cost of this attack is related to the number of filler items in the attack
profile, as knowledge of the average number of votes for such products is required. The
selected set of 𝐼𝑆 elements is empty, so that each randomly selected filler element is
filled with a random value derived from the normal distribution with the average rating
of the corresponding element and the standard deviation for recommendation system
attacks. The target element is assigned the maximum rating available in the system:
𝐼𝑆 = ⊘, 𝜌(𝑖) ∼ 𝑁(𝑟𝑖, 𝜎

2
𝑖 ).

Grouped Attack (BandWagon BW). As a shilling attack model of the push type,
the bandwagon attack targets products that attract the special attention of many

120 ITTMM—2019



consumers in order to manipulate people who are prone to purchase such products. The
selected set of products consists of popular and well-priced items with high average
values. For recommendation system attacks, the selected items are assigned the highest
available rating, the content items are assigned random values, and the target item is
assigned the highest rating. 𝐼𝑆 contains popular names, 𝜎(𝑖) = 𝑟𝑚𝑎𝑥∖𝑟𝑚𝑖𝑛 (push/nuke),
𝜌(𝑖) ∼ 𝑁(𝑟𝑖, 𝜎

2
𝑖 ).

Reverse Bandwagon Attack (RBW). 𝐼𝑆 contains a set of unpopular items, 𝜎(𝑖) =
𝑟𝑚𝑖𝑛∖𝑟𝑚𝑎𝑥(𝑝𝑢𝑠ℎ/𝑛𝑢𝑘𝑒), 𝜌(𝑖) ∼ 𝑁(𝑟, 𝜎2)(𝑝𝑢𝑠ℎ/𝑛𝑢𝑘𝑒).

Segmented attack (SG). A SG attack is designed as a model of push attacks aimed
at a group of users who are more likely to purchase certain types of products than other
users on the network. The composition of the shilling attack group 𝐼𝑆 is chosen from
elements with a high average rating with a certain property (for example, horror movies
or jazz music). These selected items are assigned a maximum rating value, filler items
are assigned a minimum rating value, and the target product is assigned the highest vote
to increase its popularity. 𝐼𝑆 contains a set of segmented products, 𝜎(𝑖) = 𝑟𝑚𝑎𝑥∖𝑟𝑚𝑖𝑛

(push/nuke), 𝜌(𝑖) = 𝑟𝑚𝑖𝑛∖𝑟𝑚𝑎𝑥 (push/nuke).
Love / hate attack (L/H). Simple model of attack nuke, which does not require

any knowledge about the system. The𝐼𝑆 set of selected items is empty, and randomly
selected filler items are assigned the highest available rating values, while the target
item receives the minimum number of votes:𝐼𝑆 = ⊘, 𝜌(𝑖) = 𝑟𝑚𝑎𝑥∖𝑟𝑚𝑖𝑛 (push/nuke).

The main models of shilling attacks given above and their characteristics allow us to
formulate some metrics that allow us to distinguish fake profiles from genuine users of
the system.

3. Metrics of similarity and difference of the genuine and fake users

Let us consider the methods of detection of fake profiles in the structure of recommen-
dation systems using different metrics. First these metrics were presented in [10,11,13].

1) Rating Deviation from Mean Agreement (RDMA). Measures the discrepancy
between user u’s rating and other genuine users in the system, inversely proportional to
the number of products that user 𝑢 rated

𝑅𝐷𝑀𝐴𝑢 =

∑︀𝑁𝑢
𝑖=0

|𝑟𝑢,𝑖−𝐴𝑣𝑔𝑖|
𝑁𝑅𝑖

𝑁𝑢
, (4)

where 𝐴𝑣𝑔𝑖 is the average rating of product 𝑖, 𝑁𝑢 is the number of products that user 𝑢
rated.

2) Weighted Deviation from Main Agreement (WDMA) is based on RDMA, but it
gives more weight to rating deviations for sparse elements [6]. It is defined as

𝑊𝐷𝑀𝐴𝑢 =

∑︀𝑁𝑢
𝑖=0

|𝑟𝑢,𝑖−𝐴𝑣𝑔𝑖|
𝑁𝑅2

𝑖

𝑁𝑢
, (5)

where 𝑟𝑢,𝑖 is the rating of product 𝑖 assigned by user 𝑢, 𝑁𝑅𝑖 the total range of ratings
in the system assigned to item 𝑖.

3) Degree of similarity (DegSim). It is based on the hypothesis that the profiles of
attackers are very similar to each other because of their characteristics and are generated
in the same way.

𝐷𝑖𝑔𝑆𝑖𝑚𝑢 =

∑︀
𝑣∈𝑁𝐵(𝑢) 𝑊𝑢,𝑣

𝑘
,
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where 𝑊𝑢,𝑣 is the similarity measure of the user 𝑢 and 𝑘 of his nearest neighbors 𝑢, for
which we have chosen the correlation coefficient (3)

𝑊𝑢,𝑣 =

∑︀
𝑖∈𝐼(𝑟𝑢,𝑖 − 𝑟𝑢)(𝑟𝑣,𝑖 − 𝑟𝑣)√︁∑︀
𝑖∈𝐼(𝑟𝑢,𝑖 − 𝑟𝑢)2(𝑟𝑣,𝑖 − 𝑟𝑣)2

.

4) Similarity of connections, relationships between users: the similarity between two
users can also be measured by their common connections with other participants or
similar recommendations, in general, all that is called common interests. A greater
number of mutual ties would mean a greater similarity between them. For fake links,
it is expected that the number of mutual links is small, and therefore the similarity
between users is small. We determine the similarity of such connections as

𝐶(𝑢, 𝑣)
|𝑁(𝑢)

⋂︀
𝑁(𝑣)|

|𝑁(𝑢)|
.

Now we will look at fake users. Their properties are discussed in detail in [11], [15], [16].
5) Extreme rating behavior Indicator: Users assign only high ratings (for example,

five) or low ratings (for example, 1) to products. We characterize such ratings of user 𝑢
as

𝑆(𝑢) = 1−
𝜎(𝑅𝑢)

𝑅ℎ −𝑅𝑙
, (6)

where 𝜎(𝑅𝑢) is the standard deviation of all ratings for user 𝑢,𝑅ℎ, 𝑅𝑙 is the highest and
lowest ratings in the system. In extreme user behavior, the 𝐸(𝑢) value will be close to 1.

6) also, the extreme behavior of the user can be characterized by an indicator of the
variability of its ratings

𝐵𝑗(𝑢) =

∑︀
𝑣∈𝑁(𝑢) |𝑟𝑢,𝑗 − 𝑟𝑣,𝑗 |

𝑁(𝑢)
.

4. Our approach for detecting shilling attacks

Our aproach to improving shilling detection consists in the next steps. First of all,
the algorithm forms a user-product matrix 𝑈𝑛,𝑚 where n and m are the number of users
and products respectively. Typically, matrix 𝑈 is a highly sparsed matrix consisting of
ratings 𝑟𝑢𝑖 (likes, purchase facts, etc.) that users 𝑢 have assigned to products 𝑦. The
task of detecting attackers is essentially reduced to the task of binary classification based
on the differences in some properties of the key features of user profiles. The search
for these differences is based on the designing of new features for each user, thus, the
classification procedure becomes easier. The nature of these features can be different,
both statistical and heuristic, for example, median, deviation or more complex features
such as specific characteristics, based on attack models.

The main goal of the RS is to build a rating forecast ̃︀𝑟𝑖,𝑦 for the product 𝑦, which
must be assigned to it by user 𝑢𝑖 in case of purchase him the product 𝑦. It is estimated
by other users to predict what rating a given user will assign to a product 𝑦, given
with more weight those users that are more like this one. Weights are defined from
(3), and the forecast that a given user will assign the target product is defined as (2).
Usually, instead of taking into account all users from 𝑈 , only N nearest neighbors would
be selected 𝑁 users who are most similar to this user 𝑢𝑖 and have already rated this
product. The criteria by which these 𝑁 users will be formed we formulated above
as expressions (4),(5),(6). This step is a weak chain of most RS algorithms, explored
𝐾 − 𝑛𝑛, 𝑆𝑉𝑀 and other suprevised algorithms of machine learning [13,15,17]. These
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studies showed unsatisfatory results because as usual filler or size attack parameters are
small, so the considered problem caused by imbalanced sample. To improve the detection
of shilling attacks we proposed some especially designed features to make classification
fake and genuine users more easier task. Next step is concerned the implementation of
the numerical method as we use the gradient boosting algorithm GBM [18,19].

5. Computer simulations of the shilling attacks and recommender
systems reliability analysis

To test the constructed algorithm was used a dataset with opinions on the films
MovieLens, developed by GroupLens. MovieLens-100K was collected by the GroupLens
Research Project at the University of Minnesota [12]. It contains ratings from 943
users on 1682 film and the range of ratings is from 0 to 5 points. We also conducted a
computer analysis of the results of shilling attacks on two parameters: the Filler Size 𝐼𝐹
(FS) and the Attack Size 𝐼𝑇 (Attack Size). The FS parameter determines the percentage
of cells that will be filled with fake ratings when creating attack profiles. The size of the
attack (SA) can be described as the number of fake profiles proportional to the number
of users in the database. We used the forecast shift metric (1) to estimate the changes
in the forecast caused by shilling effects. Some programs that implement our algorithms
in Python,are given in the appendix.

The shilling attacks were embedded in two separate sets of 100 movies for push and
nuke attacks. These push and nuke attack groups were built randomly from different
rating ranges to represent the characteristics of the original dataset. Since it is unwise
to artificially increase the popularity of a film with high ratings or similarly reduce the
rating of an unpopular film, we have mainly chosen films with low average rating for
push attacks and high average rating for nuke attacks. Then binary decision trees were
built by introducing fake profiles into the system in the way described above. Then
the estimates of forecasts are constructed on the basis of the obtained results of binary
classification, and the estimates of the forecast shift (1) for various shilling attacks are
calculated. The stopping criterion for constructing binary decision trees was set at 30.
We presented the results for push and nuke attacks as follows.

Investigation of the effect of the shilling attack parameter Filter Size (FS). We
conducted computer experiments to show how the value of the FS parameter affects
the reliability of the product rating prediction using clustering with respect to four
push models and three nuke shilling attacks. Recall that the (FS) parameter specifies
the number of fake recommendations added to fill the 𝐼𝐹 attack field. The size attack
parameter is set to 15 percents, and the FS is ranges from 3 to 30 percents . The average
values of the shift forecast for push, nuke attacks are shown in Fig 3,4, respectively.
Analysis of the results of rating manipulation with these attacks (see 3) showed that
none of the four push attack models used led to significant changes in the rating forecast
for the considered range of changes in the FS parameter. The maximum forecast shift
about 5 percents is observed for the average attack at FS=20 percents. Compared to
random and group attacks, average and segment attacks are more effective. We assume
that their impact on the stability of the system is still insignificant, since the maximum
shift of the forecast is only about 5 percents. If you increase the FS values from 3 to 20
percents, there is a noticeable increase in the forecast shift values for the average attack.
Thus, we can conclude that the proposed algorithm for predicting the product rating
based on the N-means clustering method is resistant to push attacks on recommendation
systems.

The calculation results presented in Fig. 3 showed that the model of nuke attacks are
ineffective for attacks of recommendation systems within the specified range of variation
of the parameter FS (0; 25) percents. Changes in the values of the forecast 𝑃 after
L/H attacks with an increasing the filler size are insignificant. So we aprove that L/ H
attack is completely ineffective. Unlike attack L/H, RW - attack does some damage,
and therefore more effective than the charge of L/H. However, the maximum shift value
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Figure 2. Graphs of forecast for shift rating depending of the attacked product
on the Filler Size parameter for different push attack models. 𝑆𝐴 = 15 percents.

forecast gives an average attack of around 15 percents. However, such changes can be
considered insignificant in relation to the ratings of the target products.

Next, we presented the computer experiments to estimate the influence of the Attack
Size parameter on the stability of the algorithm for four push attack models and three
nuke attack models. To assess the stability of our algorithm to different values of the
Attack Size parameter, we made the Filter Size is equal to 15 percents, and the size
of the attack varies from 1 to 15 percents. We estimated the forecast shift values and
displayed their overall averages for the push and nuke attack models in Fig. 4, Fig. 5,
respectively. As you can see from both figures, the SA parameter is more effective in
attacks than the FS parameter. Results in Fig.4 shows that the most effective models
are average and random attacks.

Compared to average and random attacks, segmented and group attacks proved to
be ineffective. Segmented and grouped attacks cause stable changes in forecasts with an
increase in the size of the attack. Almost all values of the forecast shift size for such
attacks are close to 6 percents, which is negligible. Thus, we can conclude that our
algorithm is robust to them without causing significant shifts in rating forecast (1).
Although the mean and random attacks cause manipulations, the maximum shift does
not exceed 15 % when the SA parameter is equal to 3 %. With increasing the size of
the attack from 6 percents up to 15 percents the value of the shift forecast for average
and random attacks are reduced that we can comment as increasing of accuracy of the
algorithm. These results demonstrate that the proposed algorithm is robust to push
attacks for the considered Attack Size values.
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Figure 3. Graphs of forecast for shift rating of the attacked product depending
on the parameter Filler Size for nuke attack models. 𝑆𝐴 = 15 percents.

From Fig. 5 it can be seen that the RBW attack is the most effective nuke shilling
attack. When the value of the Attack Size parameter is 6 %, the forecast shift value for it
reaches a maximum value about 7 %. Unlike RBW-attack L/H-attack almost ineffective.
Thus, we can conclude that our algorithm is also robust to L/H attacks. In general,
based on the extensive computer experiments we can say that the proposed algorithm
is mainly robust to shilling attacks. We analyzed its reliability to six known shilling
attacks (including models of both push and nuke attacks). Most of the investigated
attacks proved to be ineffective, since the obtained estimates of the rating shift of the
product to which these attacks were directed, as a rule, do not exceed 15 %. In most
cases, a love/hate attack causes almost zero shifts. In some cases, the values of shift
rating reached 16 %, but still it is acceptable in comparison with the range of rank
values. The average push attack was the most effective attack against our algorithm.

6. Conclusions

The paper studies the most popular methods of manipulation of user behavior in
recommendation systems, and also proposes an effective computer algorithm that can
significantly reduce their impact on the forecast rating of the recommended product.
This algorithm is based on the K-means clustering method with modification of cluster
centers selection. To test the proposed method, computer simulation of shilling attacks
and analysis of their impact on the estimates of the ratings of recommended movies from
the MovieLens database were carried out. The results of computer experiments showed
that the models of shilling attacks were not able to significantly change the forecasts of
the rating of recommendations using the proposed clustering algorithm of fake users of
the recommendation system.
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Figure 4. Graphs of forecast for shift rating of the attacked product depending
on the parameter Attack Size for different push-attack models. Filler Size=15

percents

7. Program Code

PYTHON code for collaborative filtering modeling

#This function finds k similar users given the user_id and ratings matrix M
#Note that the similarities are same as obtained via
#using pairwise_distances
def findksimilarusers(user_id, ratings, metric = metric, k=k):

similarities=[]
indices=[]
model_knn = NearestNeighbors(metric = metric, algorithm = ’brute’)
model_knn.fit(ratings)

distances, indices = model_knn.kneighbors(
ratings.iloc[user_id-1, :].values.reshape(1, -1), n_neighbors = k+1)
similarities = 1-distances.flatten()
print (’{0} most similar users for User {1}:\n’.format(k,user_id))
for i in range(0, len(indices.flatten())):

if indices.flatten()[i]+1 == user_id:
continue;

else:
print (’{0}: User {1}, with similarity of {2}’.format(i,
indices.flatten()[i]+1, similarities.flatten()[i]))

#This function predicts rating for specified user-item combination based
# on user-based approach
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Figure 5. Graphs of the shift of the rating forecast of the attacked product
depending on the parameter Attack Size for different nuke-attack models: 1 -

L/H, 2-RBW, 3-AV.

def predict_userbased(user_id, item_id, ratings, metric = metric, k=k):
prediction=0
similarities, indices=findksimilarusers(user_id, ratings,metric, k)

#similar users based on cosine similarity
mean_rating = ratings.loc[user_id-1,:].mean()

#to adjust for zero based indexing
sum_wt = np.sum(similarities)-1
product=1
wtd_sum = 0

for i in range(0, len(indices.flatten())):
if indices.flatten()[i]+1 == user_id:

continue;
else:

ratings_diff = ratings.iloc[indices.flatten()[i],
item_id-1]-np.mean(ratings.iloc[indices.flatten()[i],:])
product = ratings_diff * (similarities[i])
wtd_sum = wtd_sum + product

prediction = int(round(mean_rating + (wtd_sum/sum_wt)))
print (’\nPredicted rating for user {0} ->
item {1}: {2}’.format(user_id,item_id,prediction))
return prediction

#This function finds k similar items given the item_id
#and ratings matrix M
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def findksimilaritems(item_id, ratings, metric=metric, k=k):
similarities=[]
indices=[]
ratings=ratings.T
model_knn = NearestNeighbors(metric = metric, algorithm = ’brute’)
model_knn.fit(ratings)

distances, indices =
model_knn.kneighbors(ratings.iloc[item_id-1, :].values.reshape(1, -1),
n_neighbors = k+1) similarities = 1-distances.flatten()

print ’{0} most similar items for item {1}:\n’.format(k,item_id)
for i in range(0, len(indices.flatten())):

if indices.flatten()[i]+1 == item_id:
continue;

else:
print (’{0}: Item {1} :, with similarity of {2}’.format(i,

indices.flatten()[i]+1, similarities.flatten()[i]))
return similarities,indices

#This function predicts the rating for specified user-item combination
#based on item-based approach
def predict_itembased(user_id, item_id, ratings, metric = metric, k=k):

prediction= wtd_sum =0
similarities, indices=findksimilaritems(item_id, ratings)

#similar users based on correlation coefficients
sum_wt = np.sum(similarities)-1
product=1

for i in range(0, len(indices.flatten())):
if indices.flatten()[i]+1 == item_id:

continue;
else:

product =
ratings.iloc[user_id-1,indices.flatten()[i]] *
(similarities[i])
wtd_sum = wtd_sum + product

prediction = int(round(wtd_sum/sum_wt))
print ’\nPredicted rating for user {0} ->
item {1}: {2}’.format(user_id,item_id,prediction)

return prediction
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