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Abstract. The Meta discovery system is designed to aid biomedical researchers 

in keeping up to date on the most recent and most impactful research publications 

and preprints via personalized feeds and search. The service generates feeds of 

recent papers that are specific and relevant to each user's scientific interests by 

leveraging state of the art embeddings and clustering techniques. Meta also cal-

culates article-level inferred Eigenfactor® scores which are used to rank the pa-

pers. This paper discusses Meta’s approach to query formulation and ranking to 

improve retrieval of recently published, and yet un-cited academic publications. 
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1 Introduction 

The Meta discovery system [1] is a biomedical paper discovery and current awareness 

service developed by the Chan Zuckerberg Initiative. Meta has been designed to aid the 

biomedical research community in keeping up to date on the latest and most important 

research publications and preprints via personalized feeds and search. The Meta 

Knowledge Graph is a knowledge graph constructed from the biomedical literature, 

including coverage of PubMed and preprints from bioRxiv. Nodes in the graph corre-

spond to entities such as authors, affiliations, papers, diseases, genes, proteins, MeSH 

terms, journals, etc. Edges connect two nodes based on various criteria. For example, 

an edge exists between two authors if they have co-authored a paper or an edge exists 

between two papers if one cites the other.  

2 Personalized Feed Construction 

A key goal of Meta is to provide a personalized and relevant experience, highlighting 

the most impactful recent papers of interest to the user. A challenge in creating this 

experience is to estimate or predict an individual user’s research interests in order to 

create a personalized experience. An academic researcher’s work is generally encapsu-

lated within their publication history but might also be derived from their library of 

saved publications as well as through searches and other user interactions. Using both 
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sentence and paper-level embeddings [2] [3] as well as unsupervised hierarchical clus-

tering [4], Meta can algorithmically generate and score a set of queries that can serve 

as new feed query definitions, as well as matching a user with existing feeds. These 

feeds are intended to provide an initial experience which can then be further refined by 

the user to meet their specific research interests.  

3 Predictive Impact  

Once a feed definition is used to retrieve the relevant publications, the next challenge 

is to rank the results so that the user is presented with the most relevant papers first, 

rather than simply in chronologically order. Within the Meta Knowledge Graph, Arti-

cle-Level Eigenfactor® (ALEF) values are calculated for each paper [5]. However, cal-

culating non-zero ALEF scores on papers too recent to have been cited is not possible. 

To address this, Meta has developed a machine learning model which can be used to 

infer Eigenfactor® score for each recent publication. An inferred Eigenfactor® score 

is overwritten by the calculated score once enough citations are accrued. This inferred 

Eigenfactor® score is used as the sort value within the Meta feed.   

4 Results Ranking 

Many academic search engines allow for sorting of results on some sort of bibliometric 

impact, such as citation count or Eigenfactor®. However, this approach bias to older 

publications that have time to accrue higher citation counts, to the detriment of more 

recent publications. To address this within Meta, the query-independent inferred Eigen-

factor® score is combined as a static rank value with query-dependent TF-IDF values 

[6] to calculate an overall score. Future work is planned to test combining these ap-

proaches with publication recency.    
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