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Abstract. Many scientific investigations rely on software for a range
of different tasks including statistical data analyses, data pre-processing
and data presentation. The choice of software may have a great influ-
ence not only on the research process but also on the derived findings,
e.g. when errors in the used software lead to incorrect computations or
biases. In order to increase transparency of research and verifiability of
findings, knowledge of the used software thus is crucial. However, explicit
links between publications and used software are usually not available. In
addition, software is, unlike literature, often not cited in a standardized
way which makes the automatic generation of links difficult. While recent
Named Entity Recognition (NER) approaches yield excellent results for
a wide range of use-cases and tasks, they typically require large sets of
annotated data which may be hard to acquire. In this paper, we inves-
tigate the use of weakly supervised approaches with distant supervision
to create silver labels to train supervised software mention extraction
methods using transfer learning. We show that by combining even only
a small number of weakly supervised approaches, a silver standard corpus
can be created that serves as a useful basis for transfer learning.

Keywords: Software Mention Extraction · Silverstandard · Mining of
Scientific Publications · Open Science · Distant Supervision

1 Introduction

Today, software is used for a variety of tasks in all steps of the research process,
e.g. from data collection and data analysis to presentation and dissemination of
findings. Therefore, it can shape both the process and the outcomes of scientific
investigations in significant ways. Eklund et al., for instance, discovered inflated
false-positive rates during analysis of FMRI data when using standard FMRI
analysis software packages [8]. Therefore, research findings relying on analyses
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using these packages may be systematically flawed. Another problem that was
recently identified concerns the automatic formatting of dates in Excel which is
shown to mistakenly convert gene names [25] which may introduce errors into
datasets. Provenance information including knowledge about the software that
is involved in scientific investigations thus is crucial to create understandable,
traceable, and reproducible research that meets the requirements of open science
and enables the implementation of recently proposed mechanisms for quality
control and reproducibility [12]. Links between software, created datasets, and
research findings would enable explicit modelling of provenance information and
tracing of biases and errors throughout all stages of the research process. Also,
assessing the usage of software in scientific publications could serve as a basis
for rewarding software as research output [20] further advancing open science.

However, such links are not easily identifiable. While software citation stan-
dards exist (e.g., by FORCE11 [23]), none of them has yet become universally
established in scientific publications. Some researchers include only the name of
the software, others use the name including information about the manufacturer
and the version. This complicates automated extraction of such statements and
thereby the automatic detection of links. Manual analyses of software mentions
were done previously [12,19], but were limited to reduced sets of publications
(90 and 40, respectively) due to the high costs of manual annotations.

Recently, deep neural networks have gained increasing interest in the do-
main of NER [13,2], which software mention identification can be seen as. The
application of neural models for NER provides outstanding recognition results
but requires a large training corpus with labelled entities. The provision of such
labelled data is often the bottleneck when it comes to neural NER, as it is
typically done in a manual process by different annotators. Different approaches
have been proposed to overcome this issue, as for instance semi-supervised learn-
ing [26] and distant supervision [6]. Another approach is the usage of a so called
silver standard corpus (SSC) [21], which in contrast to a gold standard corpus
(GSC) is created by automatic labelling by a combination of different classifiers.
The quality of SSCs is much lower than the quality of GSCs. However, recent
work showed that neural NER can be improved by transfer learning, where the
network is first trained on the SSC and later on a GSC [10]. This reduces the
necessary size of the GSC, while at the same time increasing the recognition
performance of the classifier.

The objective of this case-study is to investigate whether and how weakly
supervised classifiers can be employed to create a SSC for the extraction of soft-
ware mentions from scientific publications which can later be used for transfer
learning. We apply three weakly supervised classifiers on a small manually cre-
ated GSC in order to create silver labels which are then used for training a
supervised classifier in order to predict the gold labels of the GSC.

The remainder of this paper is structured as follows. We first provide an
overview of current approaches to NER in general and software mention identi-
fication in particular in Section 2. The applied weakly supervised classifiers for
named entity extraction are described in Section 3, our method for combining
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them in Section 4. The GSC is introduced in Section 5. Section 6 presents the
evaluation and discussion of results before we conclude with Section 7.

2 Related work

Recent approaches to extracting software mentions from scientific publications
can be divided into three groups: manual extraction, rule-based, and supervised
machine learning-based approaches. Manual approaches, sometimes called con-
tent analysis, typically work on small corpora with less than 100 articles or
focus on particular software. Li et al. analysed the usage of the statistical soft-
ware R [16] and LAMMPS [14] in 400 articles, while Nangia and Katz [19], and
Howison [12] concentrated on software in general in 40 and 90 articles, respec-
tively. An automatic approach to software mention identification is implemented
in the BioNerDS system by Duck et al. [7], who used a rule-based system based
on syntactic token features and a dictionary of known software names. In later
work, they employed a post-processing based on supervised machine learning
which resulted in recognition rates of .67 F1. Another rule-based system to au-
tomatically identify mentions of R was implemented by Li and Yan [15]. Due to
the particular focus on R and a dictionary of R packages, they were able to reach
recognition rates of .94 F1. Pan et al. [20] introduced an iterative bootstrapping
approach to software mention identification which achieves .58 F1. Additionally,
approaches exist that analyse references to software and code based on the URL
to repositories [1,22] However, there are currently no other supervised approaches
for the identification of usage statements for software in scientific publications.
One reason might be the lack of a dataset of sufficient size and quality.

For the related and similar task of extracting dataset references from scientific
literature, we again find both semi-supervised and rule-based systems as well
as supervised approaches. Boland et al. [4] employed a pattern-based iterative
bootstrapping algorithm, named InfoLink, and were able to reach a precision of
up to 1 with a very low recall of .3 on the downside. Another semi-supervised
approach is introduced by Ghavimi et al. [9], which used a dictionary of dataset
names and employed similarity scores for identification with a recognition rate
of .85 F1. Lu et al. used supervised learning to identify datasets by use of a
training set of 1,000 sections that were obtained by active learning and achieved
a precision of .82 and a recall of .59 [17].

NER on scientific texts has been used with other targets in the literature with
a particular interest in biomedical publications, as for instance for the identifi-
cation of drugs, genes, proteins, and diseases [5]. This was also fostered by the
BioCreative challenges that addressed gene names or chemicals and drug names.
In this vein, Luo at al. employed neural models in order to identify chemical
names from scientific texts with .91 F1 on a labelled corpus of 10,000 (train-
ing set: 3,500) abstracts with 84,355 labelled entities [18]. In detail, they used
a BiLSTM-CRF including an additional attention layer with character-, word-,
and dictionary embeddings and other linguistic features. Chemical names are
different to software names when it comes to lexical structure as they typi-
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cally exhibit combinations of characters, numbers, and special characters while
software names are often composed from words from the lexicon. Beside the do-
main of scientific publications, neural NER methods have reached superior [13,2]
recognition rates but often require large training sets with several thousands of
labelled entities. In addition, often target entities with high occurrences are cho-
sen, which make even small training sets more effective. As shown in Section 5,
software mention statements, particularly in the social sciences, are very rare,
which requires even larger training sets. One way to overcome this problem is
the use of distant supervision to create large annotated corpora which enable
the training of sophisticated methods for even very fine-grained entity typing
tasks [6]. A different approach to overcome the lack of large training datasets is
the application of transfer learning, which allows to transfer trained concepts, e.g.
between different application domains or languages. Giorgi and Bader recently
illustrated the benefit of transfer learning in biomedical NER [10] on datasets
with a small number of labels, increasing the recognition rate substantially. They
transferred a neural model for NER from a noisy SSC to a GSC, which lead to
significant increases in the recognition rates.

To summarize, semi-supervised approaches can achieve high precision but
suffer from low recall. Supervised approaches produce more reliable results but
require large sets of labelled training data. The application of distant supervision
and transfer learning allows the automatic creation of labelled datasets and
exploiting them for pre-training of more high-performance supervised methods.

3 Weakly supervised Named Entity Extraction

To overcome the data acquisition bottleneck for labelled corpora, we choose a
small selection of openly available named entity extraction tools for the creation
of silver labels. As described in the related work section, weakly supervised tools
naturally suffer from relatively low recall. However, since they implement differ-
ent algorithms and use different features, we expect the different tools to produce
diverging annotations, potentially complementing each other when combined.

3.1 BioNerds

Bioinformatics Named Entity Recogniser for Databases and Software (BioN-
erds) [7] is a rule-based system for recognition of software and databases from
scientific publications in the domain of bioinformatics. Beside hard coded rules, it
employs a dictionary of software and database names collected from Wikipedia,
Bioconductor, and other sources. BioNerds implements a scoring system where
the sum of the scores of the different features is used to decide upon the type of
the entity, when a particular threshold is exceeded. The highest scores are pro-
vided by the dictionary matches, but also matches of Hearst patterns or positive
head nouns achieve positive scores. Furthermore, the occurrence of a URL, a
reference or a version number is considered as positive hint. Negative scores are
provided, for instance, for matches with the English dictionary, negative head
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nouns or partial word matches. The threshold to be exceeded in order to be
classified positively was selected to be slightly below the score of a match with
the dictionary of known entities. As a result, known entities are, given a positive
context, almost certainly recognised.

3.2 InfoLink

InfoLink [4] is a weakly supervised iterative pattern-based bootstrapping ap-
proach developed for extracting dataset references from (social) scientific publi-
cations. Initially, seed words are searched in the corpus to identify patterns from
their surrounding contexts. By alternating application of pattern identification
and entity extraction, the dictionary of entities is increased iteratively. InfoLink
relies on the surface form, i.e. the surrounding words of seed mentions, with
some heuristics to normalize years and numbers and a frequency-based pattern
scoring mechanism. Patterns consist of regular expressions and Lucene queries
for increased efficiency.

3.3 Spied

The Stanford Pattern-based Information Extraction and Diagnostics [11] (SPIED)
system also implements a semi-supervised approach to named entity recognition.
In the main, it operates similarly to InfoLink but includes different and more
complex scoring mechanisms and features such as edit distance-based features,
distributional similarity, and TF-IDF weighting, the patterns include POS rather
than relying solely on surface strings.

4 Method

We first apply each weakly supervised tool separately on the corpus to retrieve a
list of patterns and terms classified as software mentions. We create one BIO3 file
for each tool and corpus. For this purpose, we search all retrieved terms in the
input texts and treat each occurrence as a software mention. For InfoLink, we
receive, in addition to the list of terms, as output a list of regular expression pat-
terns that can easily be applied on the input texts without requiring additional
pre-processing. We create a second BIO file for InfoLink searching the patterns
in the input texts. Since this has the potential to disambiguate software men-
tions from homonymous other entities, we use these predictions in our combined
classifier but keep the term search variant for comparison. Weakly supervised
approaches depend to a large part on the usefulness of their given seeds. Since
our aim is to generate a silver standard for conditions where no or little train-
ing data is available, we do not use knowledge on the distribution of software

3 The BIO format is a common format for annotated texts in named entity recognition.
For each token, either a Begin, In, or Outside tag is provided signalling whether the
token belongs to an entity of interest (as its first token (B) or a subsequent one (I)
or whether it is not part of any entity to annotate (O)).
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Table 1. Features used for the CRFs.

dependency tag, fine-grained POS tag, coarse POS tag, surface form, lemma, is alpha,
is stop, shape, sentence length, sentence number, word number

mentions in the training data to construct a seed set. Instead, we use Wikidata
for distant supervision. Since we are mainly interested in finding software that
is used for processing and analysing data for social scientific publications to
gain provenance information on generated data and findings, we query Wikidata
for all instances belonging to the classes ”statistical package” or ”mathematical
software”. Note that while it is also possible to use an extensive list of all known
software names, this would introduce more noise due to the fact that software
names often consist of common nouns (see Section 2) while at the same time
providing little extra information relevant to our use-case. We instead rely on
the weakly supervised approaches for expanding the list of software names. We
incorporate all language variants and alternative names listed in Wikidata. This
results in a list of 47 software names of which 10 and 8 are mentioned in the
training and test set at least once, respectively. In the second step, we combine
the predictions of all tools and use their majority votes as silver labels.

As supervised approach, we model the extraction of software mentions as
a sequence labelling task using Conditional Random Fields (CRFs). The CRF
is trained on the silver labels and may use the tools’ individual predictions
and additional output as features. Additional output are confidence values for
InfoLink and BioNerds as well as information on the employed rules for BioNerds.
Adding to that, we permit the CRF to use a small number of simple features as
additional cues. These are listed in Table 1.

The threshold for accepting or rejecting patterns has to be set manually
for InfoLink. Since we do not want to rely on annotated data to do parameter
tuning, we use the configuration which was optimal for the extraction of dataset
references [4].

5 Dataset and Preprocessing

In order to measure the quality of our approach, we created a GSC of articles
from the social sciences from PLoS4. Out of all articles having the keyword
“Social sciences”, we randomly selected 200. Following [7], we automatically ex-
tracted all “Methods and Materials” sections as software mentions are expected
to primarily occur here. 8 articles were removed from the set as they did not
contain a “Methods and Materials” section. The resulting texts were annotated
with the brat annotation software [24] by six annotators that were instructed to
annotate software names without mentions of additional information such as pro-
ducers or versions. For about 10% of the sentences which were randomly selected
from the sentences of all annotators, a second annotation was obtained in order

4 https://www.plos.org/

https://www.plos.org/
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Table 2. Number of articles with the given numbers of software mentions.

# software 0 1 2 3 4 5 6 >6 sum

# articles 45 46 43 21 12 7 6 12 192
% articles 23.4 24.0 22.4 10.9 6.3 3.6 3.1 6.3 100

Table 3. The 10 most common software mentions and their numbers of occurrences
overall and in the training and test set, respectively. The X signals whether the wikidata
seeds contain the software name.

software S
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T
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A
B

S
A
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ta

ta
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sm
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M
8

M
a
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a
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IN
K

M
E

G
A

# overall 17 16 15 13 12 12 11 10 9 9

# train 12 13 9 9 10 11 5 5 9 9
# test 5 3 6 4 2 1 6 5 - -

wikidata X X X X X - - X - -

to assess the quality of the annotation. The inter-rater agreement was computed
using Cohen’s κ and reached almost perfect agreement of κ=.82. Overall, 462
(263 unique) software mention statements were found across all articles during
annotation of the articles. Their distribution is detailed in Table 2. The number
of articles that contained no software mentions at all was 45 (23 %). Table 3 lists
the 10 most common software names including their frequencies in the training
and test set. Note that software may be listed multiple times but with differ-
ent spellings, e.g. for “Matlab” and “SPSS”. Since our aim at this point is the
identification of software mention statements rather than their disambiguation
and linking, we do not align these different variants. Table 4 lists the number of
unique software mentions that occurred at least n times in the corpus.

The annotated corpus was split into sentences using the Stanford NLTK
Sentence Splitter [3], resulting in 12,480 sentences. Afterwards, a white space
based tokenisation was done, resulting in 347,544 tokens. The annotated token
sequence was finally represented as BIO sequence. 462 of these tokens were an-
notated with the begin and 120 with the in tag, the remaining with the outside
tag. From this corpus, we created a training and test set with 75 and 25 percent
of articles, respectively.

Table 4. Number of different software mentions occurring with the respective frequen-
cies.

# occurrence ≥ 13 ≥ 12 ≥ 11 ≥ 10 ≥ 9 ≥ 6 ≥ 5 ≥ 4 ≥ 3 ≥ 2 ≥ 1

# software 1 2 3 4 8 9 11 14 21 52 215
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6 Evaluation

6.1 Metrics

To measure the performance of the software mention detection task, we dis-
tinguish between exact and partial matches and compute precision, recall and
F-measure considering each of these. Here, exact match means that the entire
name of the software was recognised with the correct range, while partial matches
signal that a certain overlap between the label and the prediction exists. We used
the SemEval 2013 evaluation script5 by David Batista.

6.2 Experimental setup

We measure the performance of the weakly supervised approaches, individually
and in combination, as well as the direct distant supervision using labels from
Wikidata and assess their applicability for transfer learning by using the silver
labels as ground truth for training a CRF (Silver CRF). For combining the
predictions of the weakly supervised approaches and creating silver labels, we
test three different methods:

1. majority : majority vote of predicted labels
2. conservative: tokens are only labelled as belonging to a software mention if

all classifiers agree on it belonging to this category
3. greedy : tokens are labelled as belonging to a software mention when at least

one classifier labels it as such

The conservative and greedy conditions are expected to max out precision and
recall, respectively. As an upper bound, we train a CRF on the gold labels of
our GSC (Gold CRF). To evaluate the robustness of the approach with respect
to seed selection and give insights on the usefulness of the Wikidata seeds, we
illustrate the effects of choosing different seed sets for the weakly supervised
approaches. For this, we create bins for software mentions depending on their
number of occurrences in the training set. The intuition behind that is that
the most frequently mentioned software names will also be the most well-known
which can be identified without requiring the consultation of external knowledge
sources. The less frequent a mention is, the less likely it will be incorporated into
a seed set when the occurrence of software mentions in the corpus is not known
in advance which is typically the case. Finally, we test the effects of using silver
labels and outputs of the weakly supervised approaches as additional features for
the gold CRF. For the weakly supervised approaches and the direct labelling of
software mentions using Wikidata supervision, we evaluate both the performance
on the training and the test set. The CRFs are trained on the training and
evaluated on the test set.

5 The original script can be obtained from https://github.com/davidsbatista/
NER-Evaluation/blob/7de8a231d5fd94ced0ef10c42971a30cd3b744b3/ner
evaluation/ner eval.py. (We adjusted the calculation of the overlapping range
by an offset of 1 and added calculation of F1 scores.)

https://github.com/davidsbatista/NER-Evaluation/blob/7de8a231d5fd94ced0ef10c42971a30cd3b744b3/ner_evaluation/ner_eval.py
https://github.com/davidsbatista/NER-Evaluation/blob/7de8a231d5fd94ced0ef10c42971a30cd3b744b3/ner_evaluation/ner_eval.py
https://github.com/davidsbatista/NER-Evaluation/blob/7de8a231d5fd94ced0ef10c42971a30cd3b744b3/ner_evaluation/ner_eval.py
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Fig. 1. F-scores of the weakly supervised tools with distant supervision using different
seed sets.

6.3 Results

The performance of the weakly supervised tools with distant supervision and the
influence of the choice of seeds is illustrated in Figure 1. The X axis represents
the different seed sets used; 13 describes the set containing all software mentions
occurring at least 13 times in the training set (the maximum number), 12 all men-
tions with at least 12 mentions and so forth (see Table 4). Wikidata represents
the seed set obtained by querying Wikidata. As expected, performance generally
increases when seeds are added. Especially when the number of seeds exceeds
a certain threshold (4 and 9 in this case when only seeds occurring at least 10
or 6 times are used, respectively), there is a significant increase in performance.
At the same time, adding seeds can harm performance for the pattern induc-
tion approaches as ambiguous and rare mentions may increase the likelihood of
generating deficient extraction patterns. The seed set obtained from Wikidata
leads to performance which is close to the optimal seed set which shows that
distant supervision using lists of well-known software for seeding the algorithms
is a feasible approach. The numbers for term search show the impact of the used
seeds for comparison. When near-complete information on mentioned software is
available, there is no or little gain from applying weakly supervised approaches
in addition to searching the known names directly. However, even then precision
may suffer from ambiguous names that may refer to software or other entities,
such as with the software package “R” which has a high influence when used in
a set with only 3 other less ambiguous seeds (set of seeds >=10 mentions). The
performance of the two pattern generating approaches (SPIED and InfoLink)
on the training set is considerably worse than on the test set. An analysis of
the induced patterns reveals that this is due to the higher number of ambiguous
software names in the former, more precisely, the high number of occurrences of
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Fig. 2. Comparison of the performances of the different classifiers on the test set using
the Wikidata software names as seeds / for distant supervision.

the software “R” which causes the generation of deficient patterns. For InfoLink,
the pattern search variant succeeds in disambiguating software mentions from
homonyms not referring to software as reflected by its higher precision compared
to the term search variant. However, many software mentions are missed reduc-
ing recall considerably. InfoLink yields the best results for partial matches on
both the training and test set. Yet, it also has the highest divergence in scores
for exact vs. partial matches reflecting its strength in detecting mentions but its
weakness in determining the exact boundaries of the matches. This is caused by
its relying on surface features rather than incorporating knowledge gained from
linguistic features such as POS tags.

The results for the combination of the different tools and their usage for silver
standard generation are illustrated in Figure 2. The upper bound for the classifier
(Gold CRF) reaches .54 F1 on the test set. The majority vote silver labels obtain
.41 F1 with the recall being closer to the upper bound than the precision. The
greedy variant achieves the same F-score but is biased towards maximizing recall
at the cost of precision yielding higher recall values than the Gold CRF. The
conservative variant suffers from low recall causing its F-score to be low (.2) while
achieving a higher precision than the Gold CRF. The combination of the weakly
supervised approaches with distant supervision outperforms the direct creation
of silver labels from the Wikidata software names and the application of the
approaches individually. The Silver CRFs achieve lower scores than the direct
application of the weakly supervised approaches on the test set. We attribute this
to the higher difficulty of the training set which results in decreased performance
for the pattern induction approaches. These noisy labels are used for training
the classifier which is then applied on the test set while the weakly supervised
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approaches are applied on the easier test set directly. Finally, the best result
is achieved by feeding the silver labels as additional features to the Gold CRF.
While this has a slightly negative impact on precision, it increases recall by a
higher magnitude resulting in .6 F1 with a still very high precision of 0.87.

7 Conclusion and Outlook

We investigated the use of weakly supervised classifiers and Wikidata for distant
supervision for the extraction of software mentions from social scientific publi-
cations without requiring manual annotations. We compared the generation of
silver labels by directly labelling mentions according to the Wikidata information
to using them as seeds for different information extraction tools. We can show
that in doing so, a silver standard with relatively high-precision annotations can
be created that may serve to pre-train more powerful algorithms using transfer
learning. With each classifier using different features and scoring mechanisms,
their combination yields the best results showing that they partly complement
each other. Furthermore, we show that predictions of weakly supervised clas-
sifiers may provide useful features for supervised methods which leads to good
results even when using on a small training set. In this case-study, we employed
a small set of basic features for the supervised approaches to demonstrate the
feasibility of the approach. In future work, we will use more sophisticated fea-
tures and supervised classifiers with transfer learning to exploit the generated
SSC and extract software mentions from larger collections.
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