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Abstract. In this article the method of machine learning with cyclic fractal coding and the use 

of domain block dictionary, adapted for use on mobile platforms, with optimization of 

performance and volume of stored fractal images is investigated. The main idea of the method 

is to use the fractal compression method based on iterated function systems to reduce the 

dimension of the original images, and to use cyclic fractal coding to represent the class of 

images. As a result of research of the method it was found that the share of correctly 

recognized objects on MSTAR averages 0.892, the recognition time averages 254 ms. The 

achieved results are acceptable for use in mobile platforms, including UAVs and ground 

autonomous robots. 

1. Introduction 

The problem of using existing fractal compression algorithms on mobile hardware and software 

platforms is noted in [1]. Traditionally, fractal compression methods have high computational 

complexity, and methods and algorithms for optimizing performance developed for desktop hardware 

platforms are not always applicable for mobile platforms [2] [3]. Modern performance solutions are 

based on the use of user-programmable gate arrays (FPGAs) and the use of GPUs, which makes it 

difficult to use these approaches for most mobile platforms. At the same time, the urgency of using 

fractal compression methods for mobile devices is emphasized in the article [4].  

 

2. Implementation of machine learning method based on cyclic fractal compression 

One of the promising approaches to the implementation of the classifier based on fractal compression 

is proposed in [5]. When we trained the classifier described in [6], the main problem was that the 

images forming the training sample of one class were compressed independently of each other, and 

were combined together only at the stage of construction of the support subspaces. At the same time, 

the recognition stage raises problems associated with the possible intersection of the support 

subspaces. Accordingly, it is necessary to apply methods that provide spatial separability, which 

further increases the computational complexity. In [7], a fractal compression scheme using several 
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different images is proposed. In this article, it is proposed to apply this scheme on cyclic sequence of 

images from the training set, with the formation of a dictionary of rank and domain blocks [8] and the 

corresponding transformations. Classic compression IFS algorithm searches the best affine 

transformation from domain to range block for every range block (Figure 2). As a result, an input 

image is coded by several affine transformations: 
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where * * *( , ) Ti jI , ( , ) Ti jI – ) is the coordinates of pixel from domain and range block accordingly, 
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C c – transformation coefficients, *

,i ju , ,i ju – is the pixel brightness from range

and domain area, а 
7 8,c c – contrast and brightness shift parameter.  

We use eight different sets of parameters for fractal image transformation: 
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5 6,c c – shift coefficients of affine transformations. 

These parameters correspond to different kinds of transformations, such as rotation, domain area 

mapping and compression with a rate of 0.5. 

The transformation is conducted in a class of contraction mapping to obtain a unique and stable 

fractal image (the maximum of the transformation matrix eigenvalue is less than 1). Parameters of  

transformations 
1 8c c  are computed by IFS fractal compression algorithm: 

1 4c c are selected from the 

possible sets, 
5 6,c c are calculated in the process of searching the best affine transformation from 

domain to range block, 
7 8,c c – are calculated on the average brightness of domain and range blocks.

Set of transformations for every range block can be written as: 

1 0( )i
i

I F I .       (2) 

Using the Hutchinson operator, it can be written shortly as: 

1 0I FI ,  (3) 

where 0I – initial image, F – Hutchinson operator, representing set of affine transformations, 1I – 

result image. The scheme of cyclic sequence of transformations for several images of training set is 

presented in Figure 1. 

Figure 1. Scheme of cyclic sequence of transformations. 
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After searching the best affine transformation from domain to range block for every range block, 

we can compose the dictionary, including information concerning class number, range blocks division, 

images of range, and domain blocks with transformation coefficients, and with every class of image 

with different range blocks division training independently (Figure 2). 

3. Classification process

Using the dictionary, we can realize the fractal coding of input images by this procedure. At first, the

input image is divided into square non-overlapping range blocks. Then, for every range block we

search similar appropriate range blocks with domain block and transformation for every class. As a

result, we obtain a set of transformations and its initial data for every class of images. Using

Hutchinson operator, it can be represented as * * *
1 2, ... mF F F , for m classes. The distance between input

image and each class can be written as:  
* * *
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where *I – initial image, *
wI , *

hI – width and height of initial image, *
iF – Hutchinson operator for

transformations of i class, d - Euclidean norm. Class with minimal distance to input image is the result 

of classification. 

Figure 2. Scheme of training process. 

The details of whole information technology are as follows: 

(1) Classifier training. For images set representing one of the classes, we obtain an acyclic

sequence of transformations. The results are written to dictionary. 

(2) Repeat step (1) for all classes, and all variants of range blocks division (4×4, 8×8, etc.) for

multi-scale recognition. 

(3) Input test image is divided into square non-overlapping range blocks. For every range block,

we search similar range blocks with domain block and transformation from the part of dictionary of 

class and certain range blocks division. 
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(4) Compute the distance between input image and class.

(5) Repeat steps (3), (4)  for all classes, and all variants of range blocks division.

(6) Find class with minimal distance to input test image.

(7) Repeat steps (3), (4), (5), (6) for other input image.

4. Experiments results

In our recognition experiments, we used the MSTAR (moving and stationary target acquisition and

recognition) public dataset. Objects BMP2, BTR70, T72 were used, and training and test samples were

employed for each object from the dataset. These SAR images are collected using an X-band SAR

sensor at two different depression angles (15◦ and 17◦). The total number of SAR images in training

set is 689, whereas it is 1365 in test set. At the stage of fractal compression, a different number of

range blocks were used 16 (4×4), 64 (8×8), 256 (16×16), 1024 (32×32), and accordingly, domain

blocks 9 (3×3), 49 (7×7), 225 (15×15), 961 (31×31). Examples of the obtained fractal images are

shown in Figure 3.

a) b) c) d)

Figure 3. Examples of fractal images of an object, a  original image, b, c, d  fractal image for range 

blocks 32×32, 16×16, 8×8, accordingly. 

An investigation of the object recognition method with cyclic fractal coding using domain blocks 

dictionary was tested on three-class classification task, with objects BMP2, BTR70, T72 (Table 1).  

Table 1. Multiclass recognition results for 3 objects. 

Class name Share of correctly recognized objects 

Proposed method Saliency Attention 

and SIFT[11] 

BMP2 0.891 0.64 

BTR70 0.882 0.75 

T72 0.904 0.74 

The proposed method was compared with another experimental method [9]. The experimental 

conditions in this work are quite similar. The performance of the recognition method on mobile 

platforms based on the Qualcomm Snapdragon 625, 2 GHz processor was also investigated. It was 

found that the average recognition time of objects on the MSTAR dataset is 254 ms, which generally 

corresponds to the speed of processing in real time. 

In another experiment we used the MNIST image database. The MNIST database (Modified 

National Institute of Standards and Technology database) is a large database of handwritten digits that 

is commonly used for training various image processing systems. The MNIST database contains 

60,000 training images and 10,000 testing images (Figure 4). The purpose of the experiment is to 

show the stability of the object recognition method with cyclic fractal coding using domain blocks 

dictionary on the data with a large number of instances of the class. 

Figure 4. Sample images from MNIST test dataset. 
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The results of comparison with other classical recognition algorithms (without boosting, 

preprocessing and a combinations of several methods[10]) are given in the table 2. 

Table 2. Multiclass recognition results for 10 objects. 

Method name Test error rate(%) 

pairwise linear classifier 7.6 

K-nearest-neighbors 2.83 

SVM, Gaussian Kernel 1.4 

Proposed 2.45 

The results show that the proposed method shows comparable results for large databases. A 

promising direction of future research is to improve the quality of recognition due to additional 

combinations of methods of boosting, preprocessing, augmentation and reduction of dimensionality. 

5. Conclusion

As a result of investigation of the machine learning method with cyclic fractal coding and using the

domain block dictionary, it was found that the share of correctly recognized objects on the MSTAR

dataset averages 0.892, the recognition time averages 254 ms. The achieved results are acceptable for

use in mobile platforms, including UAVs and ground autonomous robots.
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