Performance comparison of machine learning methods in the bus arrival time prediction problem
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Abstract. The problem of predicting the movement of public transport is one of the most popular problems in the field of transport planning due to its practical significance. Various parametric and non-parametric models are used to solve this problem. In this paper, heterogeneous information affecting the prediction value is used to predict the arrival time of public transport, and a comparison of the main machine learning algorithms for the public transport arrival time forecasting is given: neural networks, support vector regression. An experimental analysis of the algorithms was carried out on real traffic information about bus routes in Samara, Russia.

1. Introduction
Public passenger transport is an important part of the transport system. Efficient use of passenger transport will help to reduce road congestion by reducing the use of personal vehicles, as well as cut down fuel consumption and reduce environmental pollution. To improve the quality of passenger transport service, among other things, it is necessary to provide passengers with information about the exact arrival time of vehicles at stops. This information is important for passengers because it allows them to choose alternative routes and reduce the waiting time for vehicles.

The arrival time of vehicles at stops can be considered as stochastic, since it depends on many factors, including the passing time of road segments, the time spent at stops and the delay time at intersections. Furthermore, such factors as traffic congestion, incidents and weather conditions must be taken into account to predict the arrival time. Thus, the development of prediction model that takes into account various spatial-temporal factors is a difficult task.

Despite the popularity of the above mentioned problem, many papers consider only individual factors (for example, speed of the vehicle on the current and previous road segments) to predict the arrival time at stop. Moreover, the comparison of algorithms in those papers is carried out on different sets of data that often include information about only one or a few routes.

In this paper, a comparison of different public transport arrival time prediction models including artificial neural networks, support vector regression and linear regression is made. Heterogeneous information describing the transport situation is used for prediction. Comparison of algorithms is carried out on the traffic data of bus network in Samara, Russia.
2. Related works
There are a large number of studies devoted to the problem of public transport arrival prediction. All existing works can be divided into several categories according to the type of used models and algorithms: parametric and non-parametric regression models, Kalman filters based models, artificial neural networks, the support vector machine, hybrid models.

Linear regression models [1, 2] are constructed as regression functions from a set of independent variables. The applicability of these models to transport systems is limited due to the strong correlation of the variables of the regression function. Nonparametric regression, in particular, the k-nearest-neighbor method, was used to solve the prediction problem in the papers [3, 4, 5]. However, the requirement of a large sample size imposes a restriction on the use of this method in real time. In [6], a clustering algorithm was used to determine the distribution of the travel time of the road segment.

Models based on the Kalman filter [7] allow to estimate the future values of the dependent variables based on the recursive procedure, taking into account the stochastic nature of the process and the noise of the measurements. Models of artificial neural networks (ANN) [8, 9] are the most commonly used approaches for predicting arrival time. Prediction model presented in [8] combines two models of neural networks trained using two sets of data respectively: travel times dataset and arrival time at stops dataset. Authors of [9] used the Bayesian approach to combine several neural networks to build a prediction.

The support vector regression (SVR) is a set of similar learning algorithms with a teacher used for classification and regression analysis problems [11, 12]. In [12], the travel time of the current and next road segments was used for prediction. In [11], the authors used a genetic algorithm to select SVR parameters. The authors of [13] used a prediction model that combines two SVR models.

Hybrid models are also used to reduce the forecast error [14, 15, 16]. These models combine several heterogeneous methods and algorithms. The travel time prediction problem is necessary to solve other complex problems, such as reliable path finding [17] or autonomous vehicles routing [18].

The results of a comparison of several regression models and machine learning methods are presented in [19], the best result was shown by the SVR model. Inverse results were obtained in [20], the best results were shown by the neural network model.

In most works, the best results of the public transport arrival time prediction were shown using machine learning methods: neural network models and SVR. However, the choice of a particular model depends on the used input data.

3. Basic notation and problem formulation
A transport network is considered as a directed graph, the vertices of which correspond to the stops and the edges denotes segments of the transport network between the stops.

Let’s s denotes a bus stop from set S; \( w_{ij} \) denotes the segment of the transport network between the stops \( i \in S \) and \( j \in S \) with length \( |w_{ij}| \); \( r \) denotes public transport route from set \( R \); \( R_{ij} \) denotes the set of routes passing through segment \( w_{ij} \); \( n \) denotes a vehicle from set \( N \); \( N_r \) denotes a set of vehicles with route \( r \in R \).

The problem of arrival time prediction for the vehicle \( n \in N \) with route \( r \in R \) at the stop \( j \in S \) can be formulated as:

\[
t_{arr,j}^{n} = t_{dep,i}^{n} + T_{ij}^{travel,n},
\]

where \( t_{arr,j}^{n} \) denotes the arrival time at the stop \( j \), \( t_{dep,i}^{n} \) denotes the departure time from the stop \( i \), \( T_{ij}^{travel,n} \) denotes the travel time between stops \( i \) and \( j \).
Then the problem of the arrival time prediction is reduced to the problem of travel time prediction $T_{ij}^{travel,n}$ or, equivalently, problem of vehicle’s speed $v_{ij}^n$ prediction.

The problem can be formulated as follows: *using the transport network graph, as well as statistical and real-time data, predict a speed $v_{ij}^n(t_c, t)$ at the time $t$, considering that the prediction is calculated at time $t_c$.*

4. Proposed model

4.1. Factors of prediction

In order to obtain a speed prediction $\hat{v}_{ij}^n$ of a vehicle $n \in N$ running the route $r \in R$, various factors affecting the predicted value can be taken into account. In contrast to the works known to the authors, this article proposes the use of heterogeneous information describing the transport situation. This information defined as follows:

- The speed $v_{ij}^n$ of the vehicle $n \in N$ on the segment $w_{ij}$;
- The weighted average speed $v_{ij}^{route,r}$ of vehicles running the route $r \in R$ on the segment $w_{ij}$:

$$v_{ij}^{route,r}(t) = \frac{\sum_{k \in N_r} \omega \left( t - t_{dep,k}^i \right) v_{ij}^k}{\sum_{k \in N_r} \omega \left( t - t_{dep,k}^i \right)},$$

where $\omega(t)$ is a kernel

$$\omega(t) = \begin{cases} \exp(-\alpha t), & t \leq \Delta_{max}, \\ 0, & t > \Delta_{max}; \end{cases}$$

$\Delta_{max}$ is a time interval for which estimates of speed are considered.

- The weighted average speed $v_{ij}^{all}$ of vehicles with any route on the segment $w_{ij}$:

$$v_{ij}^{all}(t) = \frac{\sum_{r \in R_{ij}} \sum_{k \in N_r} \omega \left( t - t_{dep,k}^i \right) v_{ij}^k}{\sum_{r \in R_{ij}} \sum_{k \in N_r} \omega \left( t - t_{dep,k}^i \right)};$$

- The average hourly traffic flow speed $v_{ij}^{hour}$;
- The average daily traffic flow speed $v_{ij}^{day}$;
- The historical average speed $v_{ij}^{stat}(t)$ of vehicles with any route on the segment $w_{ij}$ at time interval $t$;
- The average traffic flow speed $v_{ij}^{flow}(t)$ on the segment $w_{ij}$ at the time point $t$;
- The traffic flow speed $v_{ij}^{Now}$ on the segment $w_{ij}$ at the current time.

It is assumed that the average hourly and average daily speeds reflect the current seasonal and weather situation indirectly, the average speed of the traffic flow reflects the changes in the traffic situation and the occurrence of congestion.

4.2. The basic model of an artificial neural network

In [20], the neural network model with one hidden layer containing 5 neurons was used as a prediction model. Three factors were used to predict the travel time of the vehicle $n \in N$ with the route $r \in R$ on the road segment $w_{ij}$:

- the weighted speed of vehicle with the same route on the road segment $v_{ij}^{route,r}(t)$;
- the weighted speed of vehicle with any route on the road segment $v_{ij}^{all}(t)$;
- the vehicle speed on the previous segment $v_{i-1,j}^n$.

We denote this model as ANN$^{3,5,1}$. 
4.3. Support vector regression model

The support vector regression (SVR) method is a special class of algorithms characterized by the use of kernels. The most common kernels are linear, polynomial, radial basis function, sigmoid. In this work a radial basis function is used in the following form:

\[ k(x, x') = \exp(-\gamma \| x - x' \|^2), \]

where \( \gamma > 0 \) is a model parameter, \( x \) and \( x' \) are the input data of the model. The three above mentioned factors are used as an input data.

4.4. Extended model of artificial neural network

We proposed to use an extended model of the neural network to predict the speed \( \hat{v}_{ij}(t_c, t) \) of a vehicle \( n \in N \), running the route \( r \in R \). The input data includes all the factors described in Section 4.1, and it can be written as a vector:

\[ V = \left( v_{i-1, i}^n, v_{ij}^n, v_{ij}^{route, r}(t), v_{ij}^{all}(t), v_{ij}^{stat}(t), v_{ij}^{stat}(t), \right. \]
\[ \left. v_{ij}^{flow}(t_c), v_{ij}^{flow}(t), v_{ij}^{hour}(t), v_{ij}^{day}(t), v_{ij}^{Now} \right). \]

where \( n1 \) is a preceding vehicle of the route \( r \) which passed the transport segment \( w_{ij} \), \( n2 \) is a preceding vehicle of any route which passed the road segment \( w_{ij} \).

The neural network model of the following form is used for prediction: one input layer (12 neurons), one hidden layer (13 neurons) and one output layer (1 neuron). The Adam [21] method was used as the optimization method.

4.5. Experiments

Experimental studies of models were carried out on traffic data of bus routes in the transport network of Samara, Russia, for two months, from August 1, 2018 to September 30, 2018. The forecast was performed for 837 vehicles on 176 routes.

The comparison of the linear regression model LR, basic neural network model ANN\(^{3,5,1} \), support vector regression model SVR and the extended neural network model ANN\(^{ext} \) was made.

In order to evaluate the prediction quality of each prediction model, two standard metrics were used: mean absolute percentage error (MAPE) and mean absolute error (MAE).

\[ MAPE = \frac{1}{n} \sum_{t=1}^{n} \frac{|v_t - \hat{v}_t|}{v_t} \times 100\% \]  \hspace{1cm} (2)

\[ MAE = \frac{1}{n} \sum_{t=1}^{n} |v_t - \hat{v}_t| \]  \hspace{1cm} (3)

where \( v_t \) is a real value and \( \hat{v}_t \) is a predicted value.

Table 1 shows the comparison of prediction models for one of the routes of the analysed transport network.

Table 1. Comparison of prediction models.

<table>
<thead>
<tr>
<th></th>
<th>LR</th>
<th>ANN(^{3,5,1} )</th>
<th>SVR</th>
<th>ANN(^{ext} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPE</td>
<td>29.58</td>
<td>29.76</td>
<td>34.75</td>
<td>27.75</td>
</tr>
<tr>
<td>MAE</td>
<td>1.76</td>
<td>1.77</td>
<td>2.20</td>
<td>1.60</td>
</tr>
</tbody>
</table>
In this case, the size of the input data used for training and forecasting was limited to the size of selected route’s data. Data obtained on a given day were used as a test data, all the rest data were used as a train data. The table shows the average MAE and MAPE values obtained for 7 days. From the obtained results it can be seen that the average value of the prediction error for one road segment is quite high. The best result is demonstrated by the extended model of an artificial neural network.

However, more interesting are the results of predicting the arrival time of vehicles at distant stops. For experimental studies of the dependence of MAPE and MAE on the forecast horizon, the full volume of data on the vehicles movement was used. The studies were carried out for one day and all routes, while the data obtained for the entire above-mentioned period of time except the selected day were used as archival data. The time spent on training the SVR model amounts to tens of hours for such a significant amount of input data and the results obtained above show the superiority of other models. Thus the SVR model was not used on these experimental studies. The dependence of MAE and MAE on the forecast horizon are shown in Figure 1.

Based on the obtained results, it can be concluded that the prediction quality of the extended model of an artificial neural network is higher throughout the forecast horizon than the prediction quality of the other models. The worst result was obtained using the basic model of the artificial neural network. At the same time, the value of MAPE decreases for all considered models with an increase in the forecast horizon value. The prediction quality of the vehicles arrival time at distant stops is significantly higher than the prediction quality for the nearest stops.

5. Conclusion
This paper proposed an extended model of the neural network which takes into account heterogeneous information to predict the arrival time of the public transport. The experiments were carried out on real traffic information about bus routes in the Samara, Russia. The proposed model showed the best results compared to linear regression model, support vector regression model and the basic model of the artificial neural network.

The proposed model can be used to predict the arrival time of public transport in real time. The possible direction of further research includes the usage of different models for individual routes or periods of the day.
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