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Abstract. This paper presents the results of the HAHA task at IberLEF
2019, the second edition of the challenge on automatic humor recognition
and analysis in Spanish. The challenge consists of two subtasks related
to humor in language: automatic detection and automatic rating of hu-
mor in Spanish tweets. This year we used a corpus of 30,000 annotated
Spanish tweets labeled as humorous or non-humorous and the humorous
ones contain a funniness score. A total of 18 participants submitted their
systems obtaining good results overall, we present a summary of their
systems and the general results for both subtasks.
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1 Introduction

This paper describes the results of the second edition of the task Humor
Analysis based on Human Annotation (HAHA), part of the IberLEF 2019 work-
shop.

Despite humor and laughter being universal and fundamental human experi-
ences [32], it has only recently become an active area of research within Machine
Learning and Computational Linguistics [37]. Some previous works focus on the
computational processing of humor [34/49J10], but a characterization of humor
that allows its automatic recognition and generation is far from being specified,
even though it has been historically studied from a psychological [I9125], cogni-
tive [30] and linguistic [443/46] standpoint. The aim of this task is to gain better
insight in what is humorous and what causes laughter, while at the same time
fostering the Computational Humor field.

This is the second edition of the HAHA evaluation challenge. In 2018 edi-
tion [8] three teams took part in the competition to assess the humor value
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and funniness score in a corpus of 20,000 tweets. Although the results for this
first edition of the competition were satisfactory, there is room for improvement.
There have been similar or related evaluation campaigns in the past, for exam-
ple: SemEval-2015 Task 11 [21I] proposed to work on figurative language, such
as metaphors and irony, but focused on Sentiment Analysis. SemEval-2017 Task
6 [43] presented a similar task to this one as well. Additionally, this campaign
is related to other evaluation campaigns focused on subjectivity analysis in lan-
guage such as irony detection [53] [I5] and sentiment analysis [33].

In order to address humor in this challenge, we need a working definition of
what we will call humor and what could be considered a humorous tweet. In the
literature, it is generally accepted that a fundamental part of defining humor is
the perception of something being funny [45], which means the opinion of human
subjects is essential for determining if something is humorous. However, we must
also consider the intent of the author of being humorous or not. In this challenge
we define two dimensions: first, we consider a text (tweet) is humorous if the
intention of the author was to be funny, as assessed by human judges. Second,
we consider how funny a tweet is according to those human judges, but only
for the tweets that have already been regarded as attempted humor. These two
dimensions are translated into the two subtasks in this challenge.

2 Task description

The following subtasks are proposed for this track:

2.1 Subtask 1: Humor Detection

This subtask has the aim to tell if a tweet attempts to be humorous (if the
intention of the author was to be humorous or not). To do this, a set of train-
ing tweets annotated with their corresponding humorous class was given to the
participants. The performance metrics used for this subtask were F; score for
the “humorous” category and accuracy, being the F} score the main measure for
this subtask (while accuracy is used as another reference).

Two baselines were computed for this subtask over the test data, although
finally the first one was published to the participants:

random: Decide randomly with a 50% probability whether a tweet is humorous
or not. This baseline achieves 42.0% Fj score and 50.5% accuracy for the
humorous class over the test corpus. This was the only published baseline
for Subtask 1.

dash: Select all tweets that start with a dash as humorous (em dash, among
many other Unicode variants). This baseline was based on [I0], in which
the authors found that in Twitter you can get quite decent results given
that many tweets considered humorous were dialogues with the utterances
delimited by dashes. This heuristic has a high precision (94.5%), as almost
all the dialogues in tweets are jokes, but a low recall (16.3%) because there
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are more kinds of humorous tweets. The baseline achieves 27.8% F; score
and 66.9% accuracy for the humorous class over the test corpus.

Note that a majority baseline does not make sense using this evaluation
metric because the Fj score is zero or undefined.

2.2 Subtask 2: Funniness Score Prediction

The aim of this subtask is to predict how funny an average person would consider
a tweet, taking as the ground truth the average funniness value of the tweets in
a corpus. The funniness score is a value from one (attempted humour but not
funny) to five (hilarious). This subtask was evaluated using Root Mean Squared
Error (RMSE).

We calculated two baselines for this subtask over the test data, but we finally
published only one of them:

random: Choose the value 3 (middle of the scale) for all the tweets. The root
mean squared error for this baseline over the test data is 2.455. This was the
only published baseline for Subtask 2.

average: Choose the average funniness score for the training corpus (2.0464)
for all test tweets. The root mean squared error for this baseline over the
test data is 1.651.

It is important to notice that the valid tweets for this subtask are only the
humorous ones, as we consider that the average funniness score is only well
defined for this category. However, as the participants could not know in advance
which of the test tweets were humorous, we asked them to rate all the tweets in
the test set, so then the evaluation metric considers only those that truly belong
to the humorous class.

3 Corpus

The annotation process for this task followed the same approach as in [9] and
[8]. We extracted tweets from specific humorous accounts and random tweets
using the Twitter API using Tweepyﬁl7 then we used a web application to crowd-
source the labeling of the tweets. Using the app, each annotator has to label a
tweet as attempted humor or not attempted humor, and if the annotator chose
the former, a score between one and five has to be chosen for the tweet. The
main differences between the annotation process this year and last year are the
following:

— We extracted the new tweets from the same fifty humorous Twitter accounts
we used last year plus all the tweets from thirteen new accounts we found
this year from varied Spanish dialects (10,000 new tweets in total).

8 https://www.tweepy.org/
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— We extracted 3,000 randomly sampled real-time tweets in Spanish using the
Twitter GET statuses/sample endpoinlﬂ on February 4th and February 7th,
2019.

— The dataset from HAHA 2018 contained some instances of duplicate or near-
duplicate tweets (tweets that only differed in a few words and did not change
their semantics significantly). We used a semi-automatic process to detect
and remove duplicate instances: first we collected all tweet pairs whose Jac-
card coefficient was greater than 0.5, then we manually examined those pairs
and classified them in equivalence classes, taking only one tweet from each
class for the final corpus. 1,278 tweets were removed from last year’s corpus.

— Using the web aplﬂ, we crowd-sourced the annotation of all the new tweets
and the tweets that had received less than five annotations during the HAHA
2018 annotation process and were considered humorous. The annotation pro-
cess took part between February and March, 2019. Almost 800 participants
took part during the annotation process producing 75,000 votes.

The final corpus consists of 30,000 tweets, where 11,595 (38.7%) are humor-
ous. This is marginally more balanced than that of HAHA 2018, which had
36.8% humorous tweets. This version of the corpus is also cleaner as many near-
duplicates have been pruned and we tried to avoid including new ones. We also
made sure that all the humorous tweets had at least five votes and all the non-
humorous had at least three negative votes.

Text — Mami, ja que no adivinas dénde estoy?

— Hijo, ahora no puedo hablar, lldmame
luego.

— No puedo, sélo tengo derecho a una
llamada. . .

— Mommy, can you guess where I am?
— Son, I can’t talk now, call me later.

— I can’t, I'm only entitled to one phone call. ..

Is it humorous? |True
Votes: Not humor|1
Votes: 1 star |0
Votes: 2 stars |0
Votes: 3 stars |1
Votes: 4 stars |2
Votes: 5 stars |1
Average Score |4
Table 1. Example instance from the dataset.

4 https://developer.twitter.com/en/docs/tweets/sample-realtime/
. api-reference/get-statuses-sample.html
° https://clasificahumor.com/
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The corpus is divided into 80% training and 20% test. The training set con-
tains both the training and test partitions from last year, and some new tweets
to make a total of 24,000 tweets. The new test partition consists entirely of new
tweets (6,000). Table [1] shows an example of an instance from the dataset.

4 Systems descriptions

101 teams signed up (asked for the dataset) in the CodaLab competition Websiteﬂ
but only 18 teams submitted their test predictions at least once. Table|2|lists the
submitting teams and related information. We describe hereafter each of their
best systems, ordered by their position in Fj score of the Subtask 1. We do not
list the teams jamestjw, vaduvabogdan, Taha, LadyHeidy and jmeaney as they
did not submit a paper nor provide information about their models.

Team CodalLab username Submissions
acattle acattle 17
adilism adilism 8
Amrita_ CEN premjithb 12
Aspie96 Aspie96 13
bfarzin bfarzin 20
BLAIR_.GMU jimblair 15
garain garain 10
INGEOTEC job80 2
jamestjw jamestjw 14
jmeaney jmeaney 9
LadyHeidy LadyHeidy 7
LaSTUS/TALN abravo 18
OFAI-UKP dodinh 13
Kevin & Hiromi kevinb 20
Taha Taha 12
UO_UPV2 reynier 4
UTMN zZuma 20
vaduvabogdan vaduvabogdan 10

Table 2. Participant teams ordered alphabetically by team name. The submission
count includes both tasks as their trials had to be submitted together by the teams.

adilism [28] used the multilingual cased BERT-base [I8] pretrained model along
with the fastai library [27]. They first continued its training with the BERT’s
unsupervised language model objective on the dataset provided for the com-
petition, without the labels. Then they fine-tuned it separately for each task
with one-cycle learning-rate style [50] and discriminative fine-tuning [26]. For
the Subtask 1, they used a linear layer on top of the output of the last layer for

S https://competitions.codalab.org/competition/22194/
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the [CLS] token with a tanh activation linear, then a dropout layer and another
linear layer with a binary cross-entropy loss. Apart from this, they used a bi-
narized Multinomial Naive Bayes as proposed in [55] with unigram and bigram
tf-idf features, and combine its predictions with those of the neural network with
logistic regression to obtain the final predictions. For the Subtask 2, they changed
the BERT model to use the mean-squared loss and combine the predictions with
a gradient-boosted tree model from LightGBM [29] instead.

Kevin & Hiromi] built an ensemble of 5 models: a forward ULMFiT model
[26], a backward ULMFiT model (both with fastai [27]), a pre-trained multi-
modal cased BERT-base model, a pre-trained multimodal uncased BERT-base
model and an SVM with Naive Bayes features from [55] (NBSVM). They com-
bined the predictions with a linear regression model and drew a decision thresh-
old graph to decide win which point the F} score is maximized. The first two
models were pre-trained (along with a SentencePieceﬁ model) on 500,000 new
tweets. For the Subtask 2, they use the same ensemble without the NBSVM,
and the output is only one score. In the end, they report that they made the
model for the Subtask 1 benefit from the model trained for the Subtask 2.

bfarzin [I6] trained ULMFIT [26] from scratch using fastai [27] on 475,143
new tweets and tokenizing with Byte Pair Encoding (BPE) [48] (with Senten-
cePiece). Then, they fine-tuned the Language Model on the competition data
(without labels) and they fine-tuned each Subtask in a supervised way (sepa-
rately). They reported that they also have tried with Transformer [54] models
and LSTMs instead of QRNNS [5] but found similar performance. The Language
Model training was executed with one-cycle learning rate [50] and for the task-
specific training they first froze the pre-trained weights for a third of the epochs
but then continued the training by fine-tuning them. The best weight initializa-
tion were obtained by sampling 20 random seeds. Two linear layers were used as
the task-specific layers with ULMFiT. For the Subtask 1 they used cross-entropy
loss with label smoothing [42] and they over-sampled the minority class with the
Synthetic Minority Oversampling Technique [I2]. For the Subtask 2, they used
the non-humorous instances as “0” and mean-squared error loss.

INGEOTEC [39] used pTC [52] with sparse and dense word representations.
Linear SVM seemed to be the best approach for the Subtask 1 while and SVM
regressor was the one for Subtask 2. For text classification, they also explored
fastText [4] and flair [I] along with multiple combinations of token embeddings
which range from simple characters to BERT [I8], as well as EvoMSA [24] and
B4MSA [51], but did not obtain an improvement.

BLAIR_GMU [31] used the multilingual cased pre-trained BERT-base [I§].
The authors took the last-layer output corresponding to the [CLS] token and
added a linear output for classification in the Subtask 1 and use binary cross-
entropy loss, while they use mean-squared error for Subtask 2. The authors also

" See http://kevinbird15.com/2019/06/26/High-Level-Haha-Architecture.html
for more information.
8 https://github.com/google/sentencepiece
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improved the model for Subtask 1 by considering not only the correct labels but
also the output predictions of their model for Subtask 2. The authors do not
report whether they use BERT as a feature extraction model or if they fine-tune
it.

UO_UPV2 [3§] performed lemmatization using FreeLing [40], then used a Span-
ish word embedding collection developed in-house and hand-crafted features of
the type stylistic, structural and content, and affective (including features based
on LIWC [41]), to create a vector used as the initial hidden state of a BIGRU [14]
neural network with attention followed by three dense layers.

UTMN [23] approached it as a multi-task learning setting with hard parameter
sharing [47]: a neural network that processes several types of features in parallel
with a common scheme, then concatenates the layers and feeds the outcome to a
dense layer. The four concatenated features are: a sentence representation coming
from Spanish word embeddings [7] input to a 1D-CNN and a Max Pooling, tf-idf
features restricted to 5,000 words plus two dense layers, sentiment and topic
modeling features with two dense layers, and some format and other types of
hand-crafted features.

LaSTUS/TALN [2] developed a multi-task supervised learning scheme for Hu-
mor along with Irony, Sentiment and Aggressiveness using dialect-specific word
embeddings, a common BiLSTM layer and two dense layers as classifiers for each
task (including both Subtasks).

Aspie96 [22] trained a character-level 1D-CNN with three layers followed by a
BiRNN and then a dense layer to output a binary value for the Subtask 1, and
a similar approach but with an output value of up to 5 for the Subtask 2.

OFAI-UKP [35] used Gaussian Processes Preference Learning [I3], training
Gaussian processes using three word representations (Spanish Twitter embed-
dings [I7], the average token frequency in a Wikipedia dump and the word’s
lemma average polysemy) and several format hand-crafted features.

acattle [I1] created a document tensor space for embedding tweets, considering
each tweet as a document, and trained Random Trees. They also tried prop-
agating the labels based on the Instance-based Learning technique k-Nearest
Neighbors, but this technique did not outperform the first one.

garain [20] used Google Translate for transforming the sentences to English and
applied SenticNet5 [6] to get sentiment of the words. The authors transformed
the tweets into one-hot vectors and included some manually extracted features
of format and sentiment to train a BILSTM neural network.

premjithb processed the tweets through an embeddings layer and then an
LSTM layer for the Subtask 1. For the Subtask 2, they applied doc2vec [30]
and used linear regression.
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Team F1 Precision Recall Accuracy

adilism 82.1 79.1 85.2 85.5
Kevin & Hiromi 81.6  80.2 83.1 85.4
bfarzin 81.0 782 83.9 84.6
jamestjw 79.8 79.3 80.4 84.2
INGEOTEC 78.8 75.8 81.9 82.8
BLAIR.-GMU 78.4 74.5 82.7 82.2
Uuo_.ubv2 773 78.0 76.5 82.4
vaduvabogdan 77.2  72.9 82.0 81.1
UTMN 76.0 75.6 76.5 81.2
LaSTUS/TALN 75.9 774 74.5 81.6
Taha 75.7 81.0 71.1 82.2
LadyHeidy 72.5 744 70.8 79.1
Aspie9d6 71.1  67.8 74.9 76.3
OFAI-UKP 66.0 58.8 75.3 69.8
acattle 64.0 68.3 60.2 73.6
jmeaney 63.6 61.3 66.1 70.5
garain 59.3 49.1 74.8 59.9
Amrita. CEN 49.5 47.8 51.4 59.1

random 44.0 394 49.7 50.5
dash 27.8 94.5 16.3 66.9
Table 3. Results for the Subtask 1, only the best submission according to F; for each
team is shown.

5 Results

Table [3] shows the participants results for the Subtask 1. The results are ordered
from best to worst in terms of the Fj score. All participants surpassed the
random baseline and also the unpublished baseline that considers the tweets
that start with a dash as humorous. The best system was submitted by adilism
and achieved an Fj score of 82.1% and an accuracy of 85.5%. It was followed
closely by Kevin & Hiromi (F; 81.6%) and bfarzin (81.0%).

Table [4] presents the results obtained by the participants in the Subtask
2, which are only thirteen teams, from best to worst ordered by RMSE. It is
interesting to observe that the relative order between the participants in this
Subtasks is similar to that of the Subtask 1. From this result, we hypothesize
that tackling attempted humorousness is highly related to saying how funny a
tweet is. All participants surpassed the random baseline, and most of the systems
also surpassed the second unpublished baseline of using the average score in the
training set. The best system was submitted by adilism and got 0.736 RMSE,
followed closely by bfarzin (0.746 RMSE) and Kevin & Hiromi (0.769 RMSE).

By analyzing the team systems, it seems that leveraging the knowledge of
other models is what worked the best. Pre-trained language models such as
BERT [18] and ULMFiT [26] were used by the best performing systems. How-
ever, they need careful manipulation such as with slanted triangular learning rate
scheduling or gradual unfreezing [26], as the best teams considered, otherwise
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Team RMSE
adilism 0.736

bfarzin 0.746
Kevin & Hiromi 0.769
jamestjw 0.798

INGEOTEC  0.822
BLAIR_-GM 0.910
LaSTUS/TALN 0.919

UTMN 0.945
acattle 0.963
Amrita_.CEN  1.074
average 1.651
garain 1.653
Aspie96 1.673
OFAI-UKP 1.810
random 2.455

Table 4. Results for the Subtask 2, only the best submission for each team is shown.

the models may incur in catastrophic forgetting (thus not leveraging the existing
knowledge) or overfitting. It is also important to test several random seeds to get
robust results, as transfer learning based on pre-trained models such as BERT
show high variance. Fastai [27] proved to be useful and practical to accomplish
it for the best systems. Domain adaptation also seemed to be important, such
as continue the language model training with the competition dataset or new
tweets, as the pre-trained models are not well-suited to tweets. Apart from this,
multi-task learning, which is another way to leverage knowledge, seemed to be
useful to many teams based on their results and on what they have reported, in-
cluding benefiting one subtask from this competition from the other one. To take
advantage of multiple techniques, some teams built ensembles (e.g., ensembling
neural networks with Naive Bayes models) that boosted the results according to
what they reported. Lastly, we observed that teams signed up regularly during
the whole competition timeline, and that their sign up time did not show an
clear correlation with their later performance (i.e., teams that started later or
download the training data later did not perform worse in general).

6 Conclusions

We presented the HAHA (Humor Analysis based on Human Annotation) task at
IberLEF 2019. This automatic humor detection and analysis challenge consists
of two subtasks: identifying if a tweet attempts to be humorous or not, and
giving a funniness score for the humorous ones. Eighteen participants submitted
systems for Subtask 1, the best system achieved 82.1% F} for the humorous
class and 85.5% accuracy. Thirteen participants submitted systems for Subtask
2, the best system achieved 0.736 in RMSE. All systems surpassed the random
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baselines. The top scores in this edition of the competition also beat the top
scores achieved last year (79.7% Fj for Subtask 1 and 0.978 for Subtask 2),
although the corpora are different: this year’s training set contains all training
and test set from last year and some more tweets, and this year’s test set is
completely new.

Given this year’s interest in the task (more than a hundred teams applied to
the competition, eighteen teams sent their submissions) and that many of the
participants (and potential ones) do not speak Spanish as their main language,
it would be interesting to run a challenge similar to this one in other languages,
particularly in English. Even for Spanish, given the high variability of language
and humor across geography and demographics, it would be interesting to see
how this affects the detection and rating of humor. To do this, we would need
larger corpora annotated by more people from different linguistic, geographical
and social background.
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