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Abstract. This paper describes VRAIN’s participation at IroSvA 2019:
Irony Detection in Spanish Variants task of the Iberian Languagues Eval-
uation Forum (IberLEF 2019). We describe the entire pre-processing, fea-
ture extraction, model selection and hyperparameter optimization car-
ried out for our submissions to the shared task. A central part of our
work is to provide an in-depth comparison of the performance of differ-
ent classical machine learning techniques, as well as some recent transfer
learning proposals for Natural Language Processing (NLP) classification
problems.
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1 Introduction

From the linguistic point of view, irony is a very interesting property of language.
As defined in [9], irony is the ability of expressing some specific meaning by the
use of terms and words that, by its own, have the completely opposite meaning.
On the other hand, from a computational viewpoint, irony can be seen as an
important headache when performing natural language analysis tasks. For exam-
ple, in sentiment analysis, some of the most important features to determine the
text polarity are inferred from the words appearing in the text (e.g. negation,
n-grams, POS tagging, etc.) [11]. With an ironic text, some of these features
should be smoothed in order to perform correctly the sentiment analysis. Irony
can be a problem when performing sentiment analysis from a text, this issue has
been directly observed in past International Workshop on Semantic Evaluation
(SemEval[1]) editions. In 2015, [17] two different datasets were considered, one
without sarcastic tweets and other containing sarcastic tweets. Systems perfor-
mance was considerably lower with the sarcastic dataset. In fact, irony detection
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was proposed as a task in 2015 [7] and tackled for English language tweets in
2018 [18].

This paper describes VRAIN’s participation at IroSvA 2019: Irony Detec-
tion in Spanish Variants[1] task of the Iberian Languages Evaluation Forum
(IberLEF 2019) [13]. In this task we must identify ironic texts written in three
Spanish variants (from Spain, Mexico and Cuba). For Spain and Mexico sub-
tasks, we must detect ironic tweets and for Cuba subtask we are supposed to
detect ironic comments from a news website.

We worked in each substask in isolation (only the Spanish tweets from Mexico
were used for the Mexico subtask and so on), but used the same approach and
pipeline in all 3 subtasks. Model selection and hyper-parameter optimisation
were individually carried out for each subtask.

The rest of the paper is structured as follows. In Section 2 we explain the
feature extraction process carried out for this specific task. In Section 3 we briefly
describe the system and present all the different approaches taken into account
to perform our comparison. In Section 4 we present the evaluation made in order
to compare the behaviour of the different models considered in this work. We
also compare the results obtained by our approach with all the different baselines
provided by the organisation. Finally, in Section 5 we summarise the conclusions
and the most important features of our work.

2 Dataset and Feature Extraction

We will first begin by describing the structure of the competition’s dataset. Table
1 contains statistics of the training and test datasets. Both Spain (es) and Mexico
(mx) variants have 10 different topics and the amount of tweets is different for
each topic. On the other hand, Cuba (cu) variant has only 9 different topics and
the amount of news per topic is also different. Regarding the training dataset,
for all the Spanish variants we have 2400 samples, thus the corpus is balanced
regarding each variant. On the other hand, the test dataset is made up of 600
samples for every Spanish variant.

Table 1. Statistics of the IroSvA 2019 dataset.

Variant Topics Train Samples (Ironic Samples) Test Samples (Ironic Samples)

es 10 2400 (800) 600 (200)

mx 10 2400 (800) 600 (200)

cu 9 2400 (800) 600 (200)

Having described the most important features of the dataset, we will now
focus on the feature extraction process. The text was tokenized using NLTK’s [3]
TweetTokenizer. Additionally, we experimented with substituting all occurrences
of hashtags, url, user mentions and numbers by a generic topic for each category,
but we finally decided against it since it decreased the model’s performance.
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Each tweet was represented by a vector of counts of word n-grams. Using
counts directly instead of tf-idf performed better in our exploratory experiments.
The dataset contains additional information apart from the tweets themselves.
Specifically, we are given the corresponding topic for each of the tweets. We
have tried two ways of leveraging this information. In the first approach, which
we have called global-model, only one model is trained for each subtask, and a
one-hot vector encoding the topic is appended to every sample. Therefore, in
this approach, we have a single model per sub-task, trained with data from all
the topics.

In the second approach, which we have called topic-model, we trained one
model per topic. Thus, at training time, we trained each of the individual models
using only data from one topic, and at inference time, for each of the tweets,
we used the predictions of the model that has been trained using the data of
the tweet’s topic. The results of both approaches are compared and evaluated in
Section 4.

3 System Description

We will now describe the different models we tried for irony detection. In order
to select appropriate values for the hyperparameters of each model, we carry out
5-fold Cross Validation, and select the configurations that obtained higher F1
(macro-averaged). Unless otherwise noted, methods are implemented using the
sklearn toolkit [14].

3.1 Classification approaches

– Naive Bayes: The Naive Bayes approach is a well-known technique for
tackling many classification problems. A Multinomial distribution is used to
model P (xi|c).

– Support Vector Machines: Support Vector Machines [5] are Maximum
Margin Classifiers that have been shown to obtain good results in a variety
of tasks. We use a linear kernel, that has been shown to outperform other
non-linear kernels in text classification problems [20].

– Gradient Tree Boosting: Gradient Tree Boosting is a boosting technique
that consists in an ensemble of tree models built in a sequential way from
a set of weak learners. We have used the implementation available in the
XGBoost toolkit [4].

– Linear Models (fastText): fastText [8] is a toolkit implementing a set of
linear architectures for text classification. The model based on the CBOW
architecture [12], has a word embedding matrix used to look up a representa-
tion of each word in the text. The embeddings are summed and averaged into
a fixed-sized vector, which is then fed into a softmax classifier. Additionally,
we have also trained a version using pre-trained word-embeddings, using a
publicly available dataset of 200-dimensional word embeddings trained on
Spanish tweets [2].
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– BERT: BERT [6] is a pre-training methodology for Transformer models [19].
BERT models are pre-trained on massive amounts of unsupervised text data,
and can then be used in a transfer-learning approach for other downstream
tasks. For this task, we have used the pre-trained BERT-Base Multilingual
Cased model, and fine-tuned it on the IroSvA data for 10 epochs.

4 Experimental Evaluation

The results obtained by the different models are shown in Table 2.

Table 2. Model performance measured with 5-fold CV performed over the training
data (macro F1).

Subtask
Model es mx cu

Naive Bayes (Topic model ) 0.67 0.51 0.50
Naive Bayes 0.63 0.52 0.57
fastText 0.63 0.62 0.61
fastText(Tweeter pre-trained) 0.63 0.62 0.61
BERT 0.61 0.50 0.57
SVM (Topic model) 0.70 0.60 0.58
SVM 0.70 0.60 0.66
Gradient Tree Boosting (Topic) 0.52 0.50 0.45
Gradient Tree Boosting 0.69 0.60 0.66

Ensemble (SVM + Gradient Boosting) 0.71 0.65 0.66

We can see a number of interesting results from the table. First, except for a
single case (Naive Bayes for the es variety), topic models obtain similar or worse
results than their global counterparts. Most likely due to the reduced number
of training data, the fine-grained approach of individually modelling each topic
seems counterproductive.

In terms of the transfer learning approaches we tried, we have not been able
to leverage the knowledge obtained from the pre-trained tasks. The fastText
model using pre-trained embeddings does not improve the results of the base
fastText model, and the BERT model obtains results similar to the Naive Bayes
model.

Overall, the best results are obtained by the SVM and Gradient Boosting
models. In order to further improve the results, we have constructed an Ensemble
of the SVM and Gradient Boosting models, whose predictions are the average
of the individual models’ predictions. This obtains additional improvements in
the es and mx variants, and was the model submitted to the competition. Table
3 shows the performance of our model compared to the competition baselines.

The results obtained by our model present significant variations depending
on the task. In the case of the es task, our model outperforms all baselines, and
in the mx, our system comes in second place behind the LDSE [15] baseline.
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Table 3. System comparison between our submission and the competition baselines
(macro F1)

Subtask
Model es mx cu Average

LDSE [15] 0.6795 0.6608 0.6335 0.6579
W2V 0.6823 0.6271 0.6033 0.6376
Word nGrams 0.6696 0.6196 0.5684 0.6192
MAJORITY 0.4000 0.4000 0.4000 0.4000

VRAIN 0.6842 0.6476 0.5204 0.6174

However, in the case of the cu task, our model is only able to beat the major-
ity baseline. We do not know the reasons for the significant performance drop
in the cu task between our internal experiments and the competition results,
although one possible culprit is the aforementioned domain mismatch between
the {es,mx} and cu tasks.

5 Conclusions

This paper has described VRAIN’s submission to IroSvA 2019. The different
experiments have shown that, under the current conditions, classical models
have an edge over some of the recent transfer-learning techniques that we tested.
We believe that the limiting factor is the lack of sufficient training data for the
finetuning step.

Our submission, based on an Ensemble of SVM and Gradient Tree Boosting
models, obtains good results across the board, altough the performance could
be improved in the cu case. This has been achieved using non-task-specific bag
of n-gram features. It is expected that these results could be further improved
with specific features for irony detection, such as those from [16,10].
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