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Abstract. This paper describes the approach presented by the NLP UNED
team in the eHealth Knowledge Discovery challenge of the IberLEF 2019
competition. Our proposal is based on the use of deep neural networks
for performing keyphrase detection and attention-based networks for ex-
tracting relationships between those keyphrases. Our experiments show
promising results especially in the Relation Extraction subtask, offering
the second best results among all participant systems.
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1 Introduction

The biomedical domain is one of the most important research fields at the mo-
ment when it comes to Natural Language Processing (NLP). Successful identifi-
cation and extraction of valuable data in an automatic way is a crucial process
considering the huge amount of information available in this particular domain.
Clinical notes, medical reports or biomedical research papers are just some of
the multiple types of documents in which medical information can be found.

In that context, the eHealth Knowledge Discovery Challenge [15], carried out
within the Iberian Languages Evaluation Forum (IberLEF 2019), offers an op-
portunity for the development of NLP systems that may help in this search for
useful data in biomedical information. The task aims for the correct identifi-
cation and classification of keyphrases in sentences extracted from biomedical
documents written in the Spanish language, and the search for meaningful rela-
tionships between those keyphrases.

Copyright c© 2019 for this paper by its authors. Use permitted under Creative Com-
mons License Attribution 4.0 International (CC BY 4.0). IberLEF 2019, 24 Septem-
ber 2019, Bilbao, Spain.



In this paper, we present the deep learning-based system DeepNER+ARE,
designed for considering the challenge as a sequential pipeline divided into two
phases. In the first phase, a Named Entity Recognizer (NER) is used for detecting
and classifying keyphrases, while the relationships between them are extracted in
a second step through the use of an Attention-based Relation Extractor (ARE).

The paper is structured as follows: Section 2 offers an overview on systems
developed for similar tasks. Section 3 briefly describes the characteristics of the
task. The proposed system is presented in Section 4, and the results obtained in
the challenge are shown in Section 5. Finally, some conclusions and future lines
of work are discussed in Section 6.

2 Background

Many approaches can be found in the literature addressing the identification
and classification of keyphrases and the extraction of relationships between
them, both regarding general NLP [19,14,12] and its application in the biomed-
ical domain. The proposed challenge itself is closely related to task 3 (eHealth
Knowledge Discovery) of TASS 2018 [11], in which systems addressed 3 sub-
tasks: keyphrase identification, keyphrase classification and relation extraction.
The two best performing systems were based on deep learning solutions: one
of them made use of bidirectional Long Short-Term Memory (Bi-LSTM) layers
combined with Conditional Random Field (CRF) classifiers, although it only
offered results for the detection and classification of keyphrases [20]. The other
system considered the task as a whole and developed a strategy for jointly clas-
sifying keyphrases and relationships, through the use of Convolutional Neural
Networks (CNN) [13]. Convolutional layers were also used by another system,
although only for the relation extraction subtask [17].

Other approaches have also been considered by participant teams in the task:
in [8], morphological analysis and the biomedical knowledge base Unified Medical
Language System (UMLS) [1] are combined, only for the keyphrase extraction
subtask. A classic statistical NLP pipeline is combined in another system with
machine learning techniques such as CRF classifiers and logistic regression model
for offering results for all the subtasks [18].

In a similar way to that presented in [20], our system also proposes the
use of Bi-LSTM layers, but is able to offer results for both phases of the task.
Moreover, it incorporates the use of attention layers [21] in the second step,
which help the model to focus on specific parts of the input for improving the
relationship detection.

Beyond this task, the use of deep learning techniques for entity and relation
extraction is being widely explored in the biomedical domain during the last
years. Different works can be found in the literature that exploit these techniques
for either extracting general entities and relationships [4,9] or addressing specific
types such as drugs and adverse effects [7] or rare diseases and dissabilities [3].
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3 Task Proposal

In this section the most important characteristics of the eHealth Knowledge
Discovery challenge are presented. Further details about the task can be found
in [15].

3.1 Subtask A: Identification and Classification of Keyphrases

The first subtask aims for finding and classifying relevant pieces of information
(words or sequences of words) within a sentence extracted from a biomedical
document. Once the span of those keyphrases have been detected, the systems
must classify them as belonging to one of the following classes: Concept (a general
term or idea), Action (a term that process or modifies other concepts), Predicate
(a term that represents a function or filter over a set of elements) or Reference
(a term that refers to a concept).

3.2 Subtask B: Detection of Semantic Relations

The second subtask proposes the classification of possible relationships between
the keyphrases. Types of relationships are categorized as general, conceptual
(both of them involving the four different keyphrase classes), action roles (involv-
ing only actions) and predicate roles (involving only predicates). Each category
contains a set of classes, for a total of 13 different relationships.

3.3 Datasets

The eHealth-KD corpus has been published by the organizers of the task, con-
taining 700 (600 training and 100 development) different biomedical-related sen-
tences. The whole test dataset contains 8,800 sentences.

3.4 Evaluation

Three different scenarios are proposed for the evaluation of the participant sys-
tems, which is carried out in terms of precision, recall and F1-measure. Metrics
are computed in terms of correct, incorrect and partial matches for both the clas-
sification of keyphrases and relationships, and also missing and spurious matches
are considered in the classification of keyphrases.

Scenario 1 considers the whole pipeline of the task, and hence can be seen as
the main evaluation, in which systems receive raw sentences as input and must
output the detected keyphrases and their assigned labels, as well as the relation-
ships between keyphrases and their labels. Scenario 2 only evaluates keyphrase
detection and classification from raw sentences, and Scenario 3 only evaluates
relationship detection and classification considering raw sentences and labelled
keyphrases as input.

The complete test dataset composed of 8,800 sentences is used in Scenario
1, and participants are asked to provide their solution for all the sentences, al-
though only 100 of them have been used for the actual evaluation of the systems.
Regarding Scenarios 2 and 3, the test datasets contain 100 sentences each.

Proceedings of the Iberian Languages Evaluation Forum (IberLEF 2019)

69



4 System Description

The DeepNER+ARE system is divided into two separate sequential subsystems
for addressing each of the subtasks of the challenge pipeline.

4.1 Keyphrase recognition and classification

The keyphrase detection phase has been addressed by using a subsystem which
consists of a pre-processing phase, where input data is adapted and prepared, a
supervised deep learning model, and a post-processing step for solving systematic
errors through hand-crafted rules.

Pre-processing The corpus has been pre-processed and re-annotated following
the BILOU annotation scheme [16]. Some simplification has been applied for
avoiding hops and overlappings that can be found in the keyphrases of the corpus.
Finally, in order to avoid conflicts with the offset of the different annotations, a
tokenization process based on blank space splitting has been applied. A total of
14 classes resulting from all the possible combinations of the initial entity types
and the BILOU annotations have been generated.

Features In this section we present the different attributes considered to be the
input of the deep learning stack:

– Words: A representation based on pre-trained word embeddings has been
used. The word vectors presented in [2] have been selected due to the richness
of the sources from which they were generated and to their high recall. These
vectors have a total of 300 dimensions and gather around 1,000,653 unique
tokens.

– Part-of-speech: This feature has been considered due to its importance in
general NLP tasks, and particularly to its connection and similarity with
the proposed classes to which each keyphrase should be related. The PoS-
Tagging model used was the one provided by the CoreNLP [10] library for
Spanish. An embedding representation of this feature is learned during train-
ing, resulting in 25-dimensional vectors.

– Casing: This feature satisfies the need to minimize the impact of the sim-
plification process applied to complex expressions found in the different in-
stances. This is achieved by modeling each term with an additional 8-position
one-hot vector which represents different cases: term ending in comma or in
dot, uppercased first letter or uppercased term, digits within the term, etc.

Deep Learning model The model implemented for keyphrase detection, as
shown in Figure 1, consists of a Bi-LSTM layer followed by two Dense layers.
Inputs of the architecture are represented by vectors Cx, Px and Wx, which repre-
sent casing information, POS-tag embedding and word embedding, respectively.
The last dense layer corresponds to the output layer.
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Fig. 1. Architecture of the proposed model for keyphrase extraction and classification.

– Bi-LSTM: LSTMs [6] are proven to offer good performance in sequential
NLP tasks. This layer responds to the need to process each term according
to its context. Each LSTM is configured with 150 neurons and a ReLU [5]
as an activation function. In order to avoid over-adjustment, dropouts of 0.5
and recurrent dropouts of 0.3 have been applied.

– Dense (middle): This layer has been added in order to simplify the infor-
mation generated by the previous layers, thus reducing the solution space in
subsequent layers.

– Dense (output): The output layer is configured with 14 neurons and a
softmax activation function.

Rules Two types of rules have been applied to the output of the deep learning
architecture in order to perform systematic error correction. The first set of rules
is oriented to correcting frequent errors by extending or reducing the scope of
a detected keyphrase, or modifying its type, according to casing and POS-tag
information. On the other hand, the second set of rules aims to ensure that the
final output of the system correctly follows the output BILOU format.

Equations 1 and 2 show examples of rules that can be applied in each of the
aforementioned cases, respectively:

T1(O) T2(B|Action) T3(L|Concept) ⇒ T1(O) T2(B|Action) T3(L|Action) (1)

T1(O) T2(I) T3(L) ⇒ T1(O) T2(B) T3(L) (2)

Equation 1 shows term T1, labeled as not belonging to an entity (O), term
T2, labeled as the beginning term (B) of an Action entity, and term T3 labeled
as the last term (L) of a Concept entity. In this case, the applied rule transforms
the last entity type from Concept to Action, for it to match the type of entity
beginning in T2.
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Equation 2, on the other hand, adapts the output to the expected BILOU
format: term T2 is labelled as intermediate term (I) of an entity, while the previ-
ous term T1 is neither an intermediate nor a beginning term. The following term
T3 is the last term of the entity. Hence, for the output to make sense term T2

must be relabeled as beginning term, so the final entity is composed of T2 and
T3.

4.2 Attentive Relation Extraction

A different deep learning stack has been developed for the second subtask, de-
voted to the extraction meaningful relationships between keyphrases. This stack
is also based on a Bi-LSTM layer but is enriched by the addition of an attention
layer. Pre-processing is also needed in this step for correctly preparing the input
data.

Features Some supplementary information has been added to the input features
of the model, apart from those features already mentioned in the first subtask
(word embeddings, casing and POS-tagging):

– Entities: In order to represent the entities that form part of each relation-
ship, the four different entity types (action, concept, predicate and reference)
have been represented using embeddings generated during the training phase.
The resulting vectors have 25 dimensions and encode both the BILOU an-
notation and the type of each term of an entity.

– Dependency graph: Considering that the relationships to be identified are
of a semantic nature (for instance is-a, causes or domain), the information
obtained by performing semantic parsing over the sentence and extracting
its dependency graph could be very valuable for the main aim of the sub-
task. This dependency graph has also been generated using the CoreNLP
library. Specifically, the information modeled represents the lowest level of
relationship that is offered by the graph. Both the direction of the rela-
tionship (related term) and the type of relationship are modeled. Both the
related term and the type of dependency are mapped using One-hot vectors.

Deep Learning model The proposed model is based on the architecture pre-
sented in [21]. This model extends the original approach by including the previ-
ously mentioned NLP-based features. As Figure 2 shows, the model makes use
of a Bi-LSTM layer followed by an attention layer which considers the output of
the previous layer as a whole and merges word information into a higher level
vector that attempts to represent the attention relationships at sentence level.

The output of the attention layer is then directed to an output dense layer
with all the possible classes a relationship between two terms can classified into.
The input is modeled using Wx, Px and Ex embeddings on one hand, representing
word, POS-tag and entity information respectively, and Dx, Tx and Cx One-hot
vectors on the other hand, which contain information regarding dependency
between terms, type of dependency and casing information respectively.
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Fig. 2. Architecture of the proposed model for relation extraction.

5 Results

In this section we show results obtained in the eHealth-KD competition, as
well as some results concerning different configurations of the DeepNER+ARE
system. Tables 1, 2 and 3 show the task results for all the participating teams
in each of the proposed scenarios.

Team F1 P R

TALP 0.6394 0.6506 0.6286
coin flipper 0.6218 0.7454 0.5334

LASTUS-TALN 0.5816 0.7740 0.4658
NLP UNED 0.5473 0.6561 0.4695
Hulat-TaskAB 0.5413 0.7734 0.4163
UH-MAJA-KD 0.5189 0.5644 0.4802

lsi2 uned 0.4934 0.7397 0.3702
IxaMed 0.4869 0.6896 0.3763
baseline 0.4309 0.5204 0.3677

Hulat-TaskA 0.4309 0.5204 0.3677
VSP 0.4289 0.4551 0.4056

Table 1. Results from Scenario 1 (whole pipeline), ordered by F1-Measure. Bold high-
lights our results and italic marks baseline results. F1 stands for F1 measure, P for
precision and R for recall.

These results clearly imply that the proposed system DeepNER+ARE is
able to obtain really promising results particularly in the subtask that aims for
the detection and classification of relationships between keyphrases previously
found. The system ranks in second place for this phase (subtask B, scenario
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Team F1 P R

TALP 0.8203 0.8073 0.8336
LASTUS-TALN 0.8167 0.7997 0.8344
UH-MAJA-KD 0.8156 0.7999 0.8320
Hulat-TaskA 0.7903 0.7706 0.8111
coin flipper 0.7873 0.7986 0.7763

Hulat-TaskAB 0.7758 0.7500 0.8034
NLP UNED 0.7543 0.8069 0.7082

lsi2 uned 0.7315 0.7817 0.6873
IxaMed 0.6825 0.6567 0.7105
baseline 0.5466 0.5129 0.5851

VSP 0.5466 0.5129 0.5851

Table 2. Results from Scenario 2 (subtask A), ordered by F1-Measure. Bold highlights
our results and italic marks baseline results. F1 stands for F1 measure, P for precision
and R for recall.

Team F1 P R

TALP 0.6269 0.6667 0.5915
NLP UNED 0.5337 0.6235 0.4665

VSP 0.4933 0.5892 0.4243
coin flipper 0.4931 0.7133 0.3768

IxaMed 0.4356 0.5195 0.3750
UH-MAJA-KD 0.4336 0.4306 0.4366
LASTUS-TALN 0.2298 0.1705 0.3521

baseline 0.1231 0.4878 0.0704
Hulat-TaskAB 0.1231 0.4878 0.0704
Hulat-TaskA 0.1231 0.4878 0.0704

lsi2 uned 0.1231 0.4878 0.0704

Table 3. Results from Scenario 3 (subtask B), ordered by F1-Measure. Bold highlights
our results and italic marks baseline results. F1 stands for F1 measure, P for precision
and R for recall.

3). Regarding the whole evaluation, the DeepNER+ARE system obtains the
fourth position in terms of F1-Measure, while in scenario 2 (subtask A), ranks
in seventh place. However, in terms of precision our system is also able to offer
the second best performance (over 80%) in this subtask.

The performance of our system is consistent with the complexity of the net-
works used in each of the phases: for the first subtask, the neural network con-
tains just a Bi-LSTM layer for accurately processing sequential textual infor-
mation. On the other hand the network used for the second step of the pipeline
adds an attention-based layer which is able to improve precision and raise up the
F1 measure. This attention mechanism allows the network to merge word-level
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features into a sentence-level feature vector, which eventually helps the model to
focus on specific parts of the input. Furthermore, the use of the graph extracted
from the dependency parsing over the input sentence also adds valuable prior
information to the network about the possible semantic relationships that can
be found in the sentence.

In order to illustrate this behaviour, Table 4 shows the results obtained by
our system on the development set provided by organizers in subtask B (rela-
tion extraction), as we added dependency parsing information and the attention
layer to the original base configuration. This base configuration only considered
embeddings, POS-tagging and letter case information as input, as well as the
output of subtask A (detected keyphrases and their classes).

System F1 P R

Base 0.5918 0.676 0.5263
Base+D 0.6162 0.6836 0.5608

Base+D+A 0.6284 0.7396 0.5463

Table 4. Results (development set) from incremental configurations of our system
in subtask B: base system (Base), base system with dependency parsing information
(Base+D), and base system, dependency information and attention layer (Base+D+A).
F1 stands for F1 measure, P for precision and R for recall. Bold highlights best F1,
precision and recall results.

As we can observe, F1-measure globally increases as we add both dependency
parsing information and the attention layer to the system. In particular, when the
dependency graph is also considered as input, both precision and recall increase,
which indicates that this additional information allows the system to find more
meaningful relationships. The use of an attention layer, despite causing a small
decrease in recall, achieves a higher precision increase (less but more accurate
relationships are found) which results in a better F1 measure.

6 Conclusions and Future Work

In this paper we have described our system DeepNER+ARE, and its performance
in the eHealth Knowledge Discovery challenge of the IberLEF 2019 competition.
The proposed system is divided into two phases which make use of deep neural
networks for addressing the two subtasks of the challenge: detection and classifi-
cation of keyphrases in biomedical texts, and relation extraction between those
keyphrases. The main contribution of our method is the combined use of se-
mantic parsing information and attention-based techniques in the network that
performs relation extraction. This contribution is reflected particularly in the
results that the system obtains in the relation extraction subtask, in which it is
ranked in second position out of 10 participant teams.
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We plan to address improvements in the keyphrase extraction as a future
lines of work, especially studying how more valuable syntactic and semantic
information can be added to the network that performs keyphrase identification,
and also how systematic post-processing rules can be automatically extracted
from the obtained results. The detection of multi-span and nested keyphrases
is also an interesting research line which may lead to increasing the number of
keyphrases correctly detected. Regarding relation extraction, more work should
be done on modeling the input of the network, in order to feed it with additional
and more complex information obtained from the dependency graph, and also
on the improvement of the attention mechanisms.
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