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Abstract. The context in which an operational business process is executed is 

acknowledged as having a significant effect on the predictive power of a predictive 

process model. A number of papers have attempted to incorporate contextual factors 

into the process monitoring workflow, however, as yet no work has been done to assess 

the relative importance of these factors. 

 

This study will aim to address that gap by proposing novel techniques to incorporate 

relevant contextual factors into the predictive process monitoring workflow. In addi-

tion, it will examine the effect that contextual factors, singly and in combination, have 

on the predictive power of the model. 

Keywords: operational business process management, process mining, remaining-time 

predictive modelling, context awareness 

1 Introduction 

Predictive process monitoring aims to accurately predict a variable of interest (e.g. re-

maining time) or the future state of the process instance (e.g. outcome or next step). 

This area of research has gained traction over the last decade as evidenced by the 

steady increase in the number of related papers. (See Figure 1 below). 
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Figure 1 –Predictive Process Monitoring Studies by Publication Year 

 

It is also an important topic from a practitioner perspective. Effectively predicting 

process outcomes in operational business management is important for Customer Re-

lationship Management (e.g. ‘will this customer’s order be completed on time?’), En-

terprise Resource Planning (e.g. ‘what level of resourcing will be required to manage 

running cases/process instances?’) and Operational Process Improvement (e.g. ‘what 

are the common attributes of cases that consistently complete late?’), among others. 

[6] proposes a link between customer attraction and retention and “highly consistent 

and predictable quality” of process execution.   

 

The widespread adoption of Process Aware Information Systems (PAIS) which “rec-

ord information about ...processes in event logs” has provided “a means to support, 

control and monitor operational business processes” (see [10]). The availability of 

event log data, amongst others has enabled the development of new and novel ap-

proaches to tackle the predictive process monitoring problems (see [5]; [9]). 

 

Prior to examining the various approaches researchers have taken to address the 

problem of effective prediction of process outcomes, it is worth addressing the 
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positioning, purpose and requirements of prediction in Business Process Management 

(BPM). 

 

Regarding positioning, [16] proposes a BPM lifecycle with four continuous phases 

(see Figure 1 below). Any process starts in the design phase, followed by implementa-

tion and configuration of the designed process. The implemented process is monitored 

and adjusted incrementally as required. However, if the process significantly fails to 

meet its critical requirements, it is often necessary to diagnose the root cause of prob-

lems and redesign the process. The literature base positions prediction in the design 

phase (see [11]; [3]) and the enactment/monitoring phase (see [13]; [18]) of the lifecy-

cle 

 

Figure 1 – BPM Lifecycle (Source: [16]) 

 

The literature base also appears to indicate that the purpose of prediction differs de-

pending on the phase in the lifecycle where it is made. For example, [16] posits that 

prediction at the enactment/monitoring phase is useful for operational decision making 

(“solving the concrete problem at hand”) as opposed to an “abstract future problem” 

which is often the focus of design time prediction.  A similar distinction is made be-

tween design and run time prediction by [13]. This paper outlines four requirements 

that an effective operational process predictive model must satisfy – accuracy, nearly 
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instantaneous results, ease to use, non-interference with the efficient operation of the 

BPMS. Accuracy is suggested as the most important requirement based on earlier re-

search undertaken by [22] 

 

In general, predictive process mining approaches are categorized by the prediction 

target. Three categories are identified in the literature: outcome (see [8]; [2]), next 

step/sequence (see [7]; [21]) and remaining-time. This research project will focus on 

remaining-time prediction and next, we will briefly outline some of the approaches 

adopted in existing studies. 

[17] and [21] are examples of model-based approaches. The former created a transi-

tion system which is annotated with elapsed, sojourn & remaining time. This annotated 

transition system is used to predict the remaining flow time of a case. The latter ap-

proach adopts the flow analysis technique to estimate the cycle time of activities that 

might potentially be executed within a process instance, then aggregates the estimate 

to predict remaining time. Whilst this approach offers greater transparency in that pre-

diction is explained in terms of elementary components, the approach suffers from an 

inability to handle resource contention well 

[12] and [19] implement the simulation approach. The former combined design, his-

toric and state information present in the event log to create a simulation model which 

can be fast forwarded to predict among other remaining time. The latter extended this 

approach to create a short-term simulation model for a real-life process. However, these 

approaches are only suitable where there is a good link between event log and the sim-

ulated process model e.g. BPM systems which also have state information (see [16]) 

In terms of sequence-to-feature-encoding (STEP) approaches, [18] utilised non-para-

metric regression techniques to predict optimal bandwidth, then compute remaining 

time using these bandwidths. This paper laid the foundation for subsequent STEP ap-

proaches by pioneering the encoding of event log data into feature-pair outcomes 

[14].  Subsequent studies such as [1] built on this foundation by proposing an ap-

proach where traces are clustered utilising a probabilistic clustering algorithm. A non-

parametric regression function is applied to each cluster to predict remaining time of 
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process instance.  This approach offers the advantage of scaling well over large logs 

to reduce risk of obtaining “lowly accurate cluster predictors”. On the other hand, the 

approximate computation of trace clusters for efficiency reasons results in lower qual-

ity clusters. 

The main limitation of the approaches mentioned above is that they assume that cases 

are independent and as such view each case in isolation. Hence it fails to take into ac-

count the context in which the process is executed.  

[16] identifies four pertinent contextual types: 

i.  Case context - the properties or attributes of a case.  

ii. Process context –similar cases that may be competing for same re-

sources.  

iii. Social context - the way human resources collaborate together in an or-

ganisation to work on the process of interest.  

iv. External context – factors in the wider ecosystem that impacts the pro-

cess. e.g. weather, legislation, location, etc.  

Though a number of papers have attempted to incorporate contextual factors into the 

process monitoring workflow (see [4]; [14] and [15]), as yet no work has been done to 

assess the relative importance of these factors. 

This study will aim to address that gap by proposing novel techniques to incorporate 

contextual factors into the predictive process monitoring workflow. In addition, it will 

examine the effect that contextual factors, singly and in combination, have on the pre-

dictive power of the model. 

2 Research Methodology 

2.1 Research questions 
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Question: 

Do contextual factors affect the predictive power of a process monitoring model and 

if so, to what extent? 

 

Research hypothesis:  

H0: Contextual factors does not have a significant effect on the overall predictive 

power of process monitoring model 

HA: Contextual factors do have a significant effect on the overall predictive power of 

process monitoring model 

 

2.2 Research Design 

 

 

As earlier mentioned, the prediction target focused on will be remaining-time predic-

tion. As such, the predictive power of the process monitoring model will be evaluated 

primarily by assessing the accuracy of the model. Though the RSME (Root Mean 

Square Error) is the most common measure for assessing accuracy, it is susceptible to 

outliers. Another popular measure in the literature MAPE (Mean Absolute Percentage 

Error) is typically skewed towards the end of a case where remaining time tends to-

wards zero (see 21). As such, accuracy will be evaluated using the Mean Absolute Er-

ror (MAE) which is known to be more robust (see [14]). The research will explore 

whether the addition of relevant contextual factors to a model consistently signifi-

cantly results in lower MAE compared with models with no/fewer contextual factors 

 

The research study will utilise two classes of event logs to perform the evaluation – 

simulated and real-life event logs. Simulating event logs provides greater degree of 

control over the data and enables the ability to artificially create data with specific de-

sired characteristics. The real-life event logs used will consist of a combination of 

publicly available benchmark data (e.g. BPIC challenge data sets) and proprietary 

data. A key source of proprietary data is obtained from a cloud-based request 
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management platform currently used by public service providers (i.e. municipalities 

and regions) in Canada and the US. Citizens or service provider staff are required to 

specify the location of public infrastructure (e.g. defective road) that requires remedi-

ation whilst raising a service request. Table 1 below show details of sample service 

provider organization which currently use this platform. We will explore the possibil-

ity of publishing this data to facilitate reproducibility 

 

 

Service 

Provider 

Population Service Request Type Coverage Service Scope 

17K+ External and  

Internal  

All staff and elected officials All services 

8K+ External and Internal  Used by all staff in key departments All services 

19K plus 

tourists 

Internal All staff including a 10-person call 

centre 

All services 

135K Internal Elected officials only All services 

Table 1 – Details of sample organisations 

 

 

In terms of contextual factors, we will distinguish between relatively stable contextual 

factors (e.g. legislation) and more volatile factors such as weather. In addition, where 

required, we will consider discretizing variables such as temperature (e.g. dry / wet or 

hot/cold) based on defined threshold to reduce the feature space. 

In terms of determining relative importance of contextual factors to the predictive 

power of the model, suitable analysis techniques such as Dominance Analysis and/or 

Shapley Value Decomposition will be used.  
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