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Abstract. The paper introduces the subject and scope of planned and partly im-
plemented works during the preparation of the dissertation. The topic of estab-
lishing parameters of heuristic methods through machine learning, undertaken in 
the article, assumes conducting simulation tests of continuous optimization of 
selected test problems (functions) called benchmarks. The Particle Swarm Opti-
mization (PSO) method and several variants were selected for the study. The 
basic algorithms have been subjected to author's modifications introducing the 
principles of cooperation between the particles participating in the method. The 
research initiated by the author is to confirm or exclude the hypothesis that the 
rules governing a swarm of particles and aimed at improving the process of 
searching for optimal solutions to the problem, can be developed through science. 
This research, referred to above, will be implemented by means of a neural net-
work. As the quality criterion of the solutions obtained, several parameters were 
proposed, among which the universality of applications and resistance to changes 
in initial conditions are to be decisive.  
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1 Introduction 

Optimization of processes occurring in the continuous field is a fundamental problem 
in many branches of economy, economics and technology. A number of methods are 
known for determining optimal quantities for simple runs of the variables studied. Dif-
ficulties arise when there are more decision variables, the course of the objective func-
tion is not smooth, there are many (at least two) evaluation criteria. There are known 
methods for solving each of the above cases individually. When the course of the ob-
jective function is known in an analytical manner, it is possible to find the values of 
decision variables in the same way. Finding an analytical solution determining the ex-
treme of any function can be troublesome when it is formulated in a complicated way. 
In many cases, there are no automatic methods for finding such formulas. Well-known 
methods lead to their complex forms, which then require reduction. A separate issue 
(in addition to the high cost of calculations) is to ensure that the results obtained are 
accurate and reliable. Often, the cost of calculations related to the verification of the 
admissibility of a given solution is much less than finding the optimal solution, but the 
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difficulty is to find such a solution that would meet the admissibility condition. Assum-
ing the acceptable quality of the data held and their distribution, it is possible to use one 
of the numerical or approximation methods.When a given probability distribution can 
be assumed, it is reasonable to use probabilistic methods, otherwise random methods 
are useful. In such methods one has to assume either some accuracy or minimal proba-
bility of extreme occurrence within certain limits. The course of variability of the ob-
jective functions under study has a big influence on the effectiveness of the methods. 
Even for the smooth nature of these functions, the use of gradient methods based on 
partial derivatives of the first or higher degrees does not bring the desired effects in the 
absence or excessive variability of this function. The results stabilize in local extremes. 
These methods can not be used when the objective function is noisy or is not differen-
tiable over the entire range of specificity. Many simple methods (referred to above) can 
not be applied directly to each case. It is usually necessary to pre-match them to a spe-
cific problem. The optimization process is divided into several stages. One of them is 
the initial transformation of the search space. It is necessary to know the transformation 
inverse to a given one, which is not always possible. A feature of some systems is the 
simplicity of the transforming function and the high complexity of the inverse function 
(and not when it is missing). At each stage of the calculation, separate objectives are 
realized. Calculations run in the so-called iterations each time getting closer to reaching 
the goal. Very big influence on the convergence of these methods has such parameters 
as determining the initial state and individual parameters of the applied method. 

Therefore, the so-called construction methods and further approximations - correc-
tion methods. It is inherently necessary to carry out the parameter tuning process to 
match the general methods. This stage is indispensable especially for simple heuristic 
methods. More complex methods use hybrid techniques that combine many methods 
[1]. Applying appropriate strategies in relation to lower methods, so-called metaheuris-
tics. Many such methods based on the laws of nature have been developed. The goal of 
imitating nature is first of all to rationalize costs in terms of results. Another approach 
would be to replace the nature of the optimization problem with the decision-making 
one, in which the method must decide which variant of the many available to choose 
for the later stages. 

The rest of the article has the following structure: section 2 will provide an overview 
of the problem discussed, which is finding the best parameter values found in continu-
ous optimization methods for waveforms with unknown characteristics. In particular, 
discussing the tuning of heuristic methods and determining their characteristic param-
eters. This section has three subsections. The first presentation presented by the author 
hypothesis and the proposed method of its verification. Another one explains the heu-
ristics method used in the study separately. The third one is devoted to two selected 
methods and their cooperation: PSO and machine learning methods found in hybrids. 
The third section is the proposed work plan. the fourth section is a summary and con-
clusions drawn during literature studies and initial own research. The last section con-
tains a list of literature.  
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2 Problem Statement  

The overarching problem raised in many works is the adjustment of parameters of heu-
ristic methods to the problem which is solved by these methods. Many concepts have 
been developed, whose main goal was to reduce the algorithm's workload and at the 
same time increase its versatility. These two concepts are in conflict with each other.  

The basic PSO algorithm is readily used during optimization of engineering pro-
cesses [2] due to its simplicity. In the field of economics, its modifications are used 
adapted to discrete or mixed optimization, e.g. for flowshop scheduling problems [3] 
as well as transporting route problem (Traveling Salesman Problem) [4] [5] , and many 
others. The author, however, will limit his research on test functions for which charac-
teristics and extreme places are known. 

Due to the course of parameter setting methods, researchers distinguished their two 
groups called offline and online. The former are based on the initial selection of param-
eters before the actual calculations. Such parameters can be both qualitative and quan-
titative factors. For example, by converting one character to another in the hope of 
achieving a narrowing of the range of variability of these parameters. in quantitative 
methods for a given instance of a method, by means of preliminary calculations, the 
values of parameters are determined for which these calculations proved to be the most 
advantageous taking into account the selected criterion. this whole process would have 
to be repeated on a case-by-case basis. The disadvantage of offline methods is the high 
computational cost, especially used for each problem occurrence. 
In general, online methods are divided into: 

• deterministic - they require knowledge of the process, 
• adaptive - adaptation rules imposed from above, 
• self-adaptive - knowledge of the impact of other measurements on the current oper-

ation of the system. 

The key factor here is the assessment of the results of the progress of the method as a 
whole, rather than individual components. Such correlation occurs in population meth-
ods [6]. What is characteristic is the degree of relationships between individual compo-
nents: called individuals, particles, individuals representing parallel implementation of 
a single computational process. Earlier research conducted by the author in his master's 
thesis confirmed the supposition that the effectiveness of simple strategies drastically 
decreases with the increase of the dimension of problems. 

2.1 The thesis and method of verification 

Taking up issues related to the above problems, the author put the following thesis: 
"The neural network can perform the heuristic algorithm tuning process during calcu-
lations". 

To prove the thesis the author proposes the following steps:  

• Formulation of quality measures and confrontation of the proposed method with oth-
ers known from the literature. 
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• Research apparatus and methods for collecting and analyzing results. 
• Visualization of results and conclusions from the results achieved. 
• Suggestions for the future. 
 
After performing simulation experiments, the following results are expected: 
• Reduction of the computing effort by reducing the size of the herd. 
• Division into several smaller subgroups of particles with different properties depend-

ing on the characteristics of the local environment. 
• Dynamic adjustment of the learning process and results control. 
• A smaller spread of results. 
 
The following are the envisioned obstacles: 
• Incorrect wording of quality measures and lack of improvement in the algorithm's 

efficiency. 
• The process will turn out to be divergent 
• The algorithm will lose in general - it specializes in a single case. 
• Change in the nature of the tested substrate will take place before the learning cycle 

ends. 
• The choice of the method will turn out to be irrelevant. 
• The simpler methods will be more effective. 

 
The author has not encountered successful implementations of his method, but there 
are many alternative solutions for optimization problems using various modifications 
of the PSO algorithm. The quality and length of the learning method may not be af-
fected by factors that are part of the assessment function. In particular, there can be 
many such measures. It is also known that the results of the operation of neural net-
works largely depend on the topology, the number of individual layers and the neurons 
themselves, as well as on the learning time. Just as simple shapes are learned faster and 
complex ones are slower, so in the case of complexity, the functions are subject to op-
timization. In extreme cases, there may be a phenomenon of overfitting or ignorance. 
Moreover, the functions are not uniform throughout the space, let alone dynamic prob-
lems in which they change during calculations. Recent fears point to the act that the 
method is quite laborious and could rather be used as an offline method and as an online 
method to be of low efficiency in relation to simpler heuristics. 

2.2 Metaheuristics applied 

The method of interest - Particle Swarm Optimization (PSO) - combines many desira-
ble features. Compared to other methods, it is characterized by the relative simplicity 
of the structure. There is a random element in the form of a generation of initial particle 
positions and motion parameters, as well as aspect ratios between the components. In 
contrast to genetic methods [7], there is no crossing in it, although other effects (se-
lected particles) have been introduced on the parameters of the others. This impact can 
be global - in relation to the entire population of particles or local - to selected ones.  
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The canonical form of the method is based on two formulas: calculating the speed com-
ponents (v) and the new position (x): 

 

!	𝑣$,&
(𝑡 + 1) = 𝑣$,&(𝑡) + 𝑈(0, 𝑐0) 1𝑝$,&(𝑡) − 𝑥$,&(𝑡)5 + 𝑈(0, 𝑐6) 1𝑙$,&(𝑡) − 𝑥$,&(𝑡)5

𝑥$,&(𝑡 + 1) = 𝑣$,&(𝑡) + 𝑥$,&(𝑡)
																																				(1) 

where:  
U is unimodal distribution, c1 & c2 are and social parameter, p and l are the best own 
position and the best known by particle i position in direction d. 

The concept of neighborhood can be variously defined, fixed or variable over time 
with a regular topology or not. There are many variations of the canonical form of this 
method adapted to different categories of problems: continuous, combinatorial or dis-
crete [8][9]. However, there is no one universal form of this method that guarantees 
satisfactory results in any general case. It proved the convergence of the method for 
selected specific variants of it. In this form, the speed of the particles increased too 
quickly and the particles exceeded the limits. The way was to be a constant inertia ω: 

𝑣$,&(𝑡 + 1) = 𝜔𝑣$,&(𝑡) + 𝑐0𝑟0,&(𝑡) ∙ 1𝑝$,&(𝑡) − 𝑥$,&(𝑡)5 + 𝑐6𝑟6,&(𝑡) ∙ 1𝑙$,&(𝑡) − 𝑥$,&(𝑡)5				    (2)  

The theoretical studies of the convergence of the basic PSO algorithm were con-
ducted by Maurice Clerc [10] and Ender Ozcan and Chilukuri K. Mohan [11]. Theoret-
ical work was carried out on a simplified model. Such simplifications included on elim-
inating a random factor, adopting certain assumptions as to the form of the objective 
function, limiting the number of parameters to be tested, or adopting extreme values. 
Such treatments enabled the use of analytical methods and deriving general conver-
gence conditions of the method. During the course of many studies, the scope and form 
of the main parameters of the method as well as the indicators of their effectiveness 
assessment were proposed. This made it possible to compare them with each other as 
well as, among other things, optimization methods. 

The comparisons mainly concern the number of starts of the objective function with 
the assumed level of acceptable results or the level of this level achieved after the as-
sumed number of runs. The study carried out by the author for the basic variant of this 
method showed that for a small number of dimensions (up to 6) and for non-sophisti-
cated target functions, the additional overhead on tuning does not compensate for the 
improvement of results. The use of such techniques is, however, already justified with 
the more sophisticated form of the objective function or more decision variables (10). 
The two most popular topologies are so-called "local best" and "global best". The first 
is to seek a "better partner" in the nearest geographical area and the second - among all 
those present. While studying the properties of the PSO method, the author limited 
himself to one of the versions (the simplest) of global best. This version assumes the 
existence of one dominant individual (alpha) and the next movement of each of the 
other particles is heading towards it to a greater or lesser extent. The simplest variant 
in implementation, here in the selection of the dominant entity, the other particles are 
guided only by a two-step scale of values: is the own assessment of well-being greater 
than all others. Another version (the best place) of this algorithm allows many local 
leaders using the same scale but with respect to the limited neighborhood [12] [13]. 
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Although the first one works for simple unimodal and smooth functions, in the case of 
noisy and polymodal function, it is exposed to many negative phenomena. One of the 
main is getting stuck in the local extreme. The advice in this case is to stop the process, 
isolate the leader (or move to a random location) and resume calculations. However, 
when most well-situated particles are in the field of attraction of this extreme, the above 
method becomes ineffective, because usually at this stage the majority of the best par-
ticles are focused around one extremum and the new leader becomes close to the pre-
vious one. Situations can be changed by repeating the calculations from the beginning 
by re-initialization. To avoid this, a second independent colony with its own policy and 
leader was used. It is important that the positions of the leaders of each colony are 
remote from each other. Such a policy was called the best place. The partial co-depend-
ence of individual particles into several colonies is also not excluded. Another idea 
would be to apply the penalty function imposed both in relation to the boundary condi-
tions and the extremes achieved. This method is successfully used in genetic algo-
rithms. With this method, the proposed algorithm suggests to use the so-called niche. 
This treatment is aimed at reducing the attractiveness of selected areas of exploitation, 
for example, to limit the convergence of all particles to one solution. It is an element 
regulating exploitation and exploration. Because the PSO algorithm has the character-
istics of a stochastic algorithm and is additionally non-deterministic, there is no guar-
antee of finding the absolute optimum. The results may vary on each launch. For this 
reason, it is important to be convergent. This means that successive iterations are char-
acterized by a smaller and smaller spread of results and they end up in a single value in 
infinity. As demonstrated in many studies and theoretically - the general form of the 
algorithm does not meet this requirement. The behavior depends to a large extent on 
the parameters used. This convergence assurance becomes one of the tasks of control-
ling the parameters of the algorithm. As the polarization of particles occurs and their 
trajectory is oriented, another phenomenon is the migration of particles between their 
colonies. The factor contributing to this phenomenon can be the distance parameter 
introduced into the algorithm and the measured increase in the quality (welfare) of each 
of the particles separately. It is this increase in quality that stimulates particles to activ-
ity. In the proposed algorithm it influences the order of service. 

A different parameter is synchronous or asynchronous updating. By making an anal-
ogy to the natural conditions of development, a mass synchronous update is put for-
ward, similar to the parallel evolution of individuals in each population. Such a solution 
is like searching graphs in a wider way. Due to the lack of parallel mass computing 
machines architectures, there is a need for interchangeable concurrent processing with 
a limited number of threads. 

The competitive model - asynchronous - assumes an independent course of each 
thread, including all particles. A species competition of particles appears here. The re-
sult is the existence of particles of varying degrees of development. It is necessary to 
introduce a priority queuing system. In a special case, this situation may lead to starving 
weaker particles and promote the creation of so-called "cliques" or privileged dominant 
individuals involved in the calculation. Another negative effect may be the disappear-
ance of diversity, that is, focusing on one best individual. When the quality level is 
compensated, the so-called flickering, or alternating domination of several individuals. 
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What causes that the remaining particles alternately follow different leaders (regardless 
of the distance between them). This makes it difficult to penetrate the search space, 
especially in the initial phase of the method and finding alternative extremes, as well as 
the exit from stagnation. These observations prompted the author to research on the 
influence of links between individual molecules on their development abilities. The 
proposed modification of the canonical algorithm presupposes the occurrence of parti-
cle clusters on the model of an island evolutionary algorithm. 

In this algorithm, neighboring molecules merge into clusters, there is also the phe-
nomenon of particle migration between clusters. Cooperation occurs when the leader 
loses development capability, i.e. the group does not achieve improvement for a certain 
period of time. It is assumed that the local extreme was achieved then. The factor that 
is reinitivating is the appearance of another "alpha" (out of group) in the group. The 
best position (of the current leader) is remembered, and this individual is transferred to 
another group (a new position is drawn), his role is taken by the leader of that group. In 
his current group, a new leader is chosen and the whole group does not participate in 
the competition for several cycles, which allows faster growth of the others, similarly 
to the destruction in genetic algorithms. The algorithm has one more modification - 
grace period. An individual who remains in the leader's place for a certain period of 
time has the right to reelection, i.e. to continue the leadership despite the fall in the 
quotation - he gets a second or third chance. This treatment is to protect against flick-
ering (temporary extremes). All saved results are output. Calculations are interrupted 
after reaching a certain level of satisfaction - finding a set number that the objective 
functions used for each group do not have to be the same. In this case, it is possible to 
perform multi-criteria optimization. It would be good if the number of groups was a 
multiple of the number of criteria. 

2.3 PSO and machine learning 

The relationship between the PSO method and machine learning can be presented in 
two ways. First, try to teach the herp's PSO algorithm by influencing the entire set of 
parameters, and secondly to optimize the operation of the neural network using one of 
the herd intelligence algorithms. The literature proposes many solutions setting param-
eters for the PSO method.[14] [15] [16] [17] There is a division into methods that de-
termine the optimal parameter values before solving the problem (offline methods) and 
those in which the values of these parameters change dynamically during the actual 
calculation - (online). Knowing the optimal desired values of the optimized task, it is 
possible to assess the quality of the process. When we do not know this size, we should 
at least use the best known result obtained by this or another method. Both theoretical 
research and numerous experiments on the so-called the benchmark functions did not 
determine either the best form of the algorithm or the optimal, universal values of indi-
vidual parameters. Many authors   (Clerc [10], Kennedy [18] , Trelea, Van Den Bergh, 
F. Engelbrecht, A. P. [19], Carlisle [20])   have proposed their values for these param-
eters. In most cases, they oscillate within a narrow range of values. As the research 
conducted by the author has shown - for a small number of parameters and simple test 
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functions, standard parameters and other published proposals are equally valuable. Dif-
ferences appear only when there are more (than 10) parameters and more complex func-
tions. Both known offline methods and online methods are based on the assumption of 
knowledge of the variability characteristics of the examined surfaces. The above-men-
tioned methods introduce changes globally to all particles involved in the calculations. 
The problem arises in a situation in which there are rapid changes in the value of the 
function examined (wolf pits) or changes are negligible (flat space). Each of the above 
situations would require a different action. In such a situation it would be desirable that 
each particle could independently assess the environmental characteristics and decide 
on the next action depending on its own assessment. The introduction to each individual 
of his own "intelligence" makes him the so-called program agent. Each such agent 
should be guided by both individual and social considerations. Taking into account in-
dividual predispositions, he has to submit long-term benefits over short-term ones. In 
practice, this means abandoning the best first strategy, promoting the best solution in 
the next step and allowing temporary deterioration of the results. On the other hand, 
also accept errors and make adjustments. In assessing the situation, it is helpful to use 
communication between other individuals. The variant of the PSO method called full 
connected introduces some freedom in the choice and influence of the neighborhood. 
It assumes the influence of each of the particles on all the others, taking into account 
the established weights. These scales can be adjusted depending on the policies 
adopted, as well as connections between neurons in the neural nework. 

The application of the PSO method to adjust parameters of deep neural networks 
used for the machine learning process would be based on the fact that the PSO algo-
rithm would control the parameters of neural networks  [21][22] - the number of neu-
rons on each layer and replaced the back propagation method commonly used for net-
work learning. As you know, the backward propagation method is very time-consuming 
and requires a lot of examples. There is also the risk of overtraining the network. The 
optimization of such a structure belongs to the category of mixed models - continuous 
and discrete. It seems reasonable to separate the role into two criteria: with the given 
architecture, we optimize the weights of connections and with fixed weights of connec-
tions we optimize the number of neurons in particular layers of this network. The ques-
tion that the author wants to get the answer is: will the Pareto multi-criteria optimization 
method be applied here? And will the use of the co-evolutionary method be effective? 
Sun and Shiyuan and Li, Jianwei attempted to build a method based on coevolving two 
swarms of particles [23], the introduction of cultural elements into the strategy of PSO 
were proposed by Y. Huang, Y. Xu, and G. Chen [24]. Whereas the use of a complex 
ecosystem in many swarms of particles to solve dynamic optimization tasks was intro-
duced in their work by J. J. Liang and P. N. Suganthan [25].  

Is there any method of learning in which a swarm of particles will optimize its oper-
ation in terms of maximizing the number of successes with the least amount of effort? 
The set task is similar to the issue of investment diversification known from the econ-
omy. It is about minimizing the price-to-profit ratio by assuming a maximum accepta-
ble price and a minimum satisfying profit. 

The initial scenario would consist in remembering the values of the algorithm's pa-
rameters and the effect in the form of meeting the final condition. Since the aim of the 
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research is not to find a specific solution to the chosen problem but to find such sets of 
parameters that allow good results on a group of problems - the factor proving quality 
is average and worst behavior as well as features such as resistance to change and in-
terference. 

How to investigate the susceptibility to changing the characteristics of problems? 
First, we use a set of known test functions [26], and secondly we use a function gener-
ator. The function generator is some other random or deterministic function, the argu-
ment of which is the function being examined and the result given the function after 
transformation: a certain mutation of a given function. To know the characteristics of 
the chosen method, the following statistical values should be used: median, standard 
deviation, variance 

3 Evaluation Plan  

Research conducted to refute or confirm the thesis is carried out in the form of computer 
simulations. Of the many heuristic methods, the Particle Swarm Optimization (PSO) 
method was chosen as being easy to implement and with promising performance. This 
method has many applications both in the field of continuous optimization and (after 
appropriate modifications) in discrete optimization. It also has many varieties. There 
are also some theoretical considerations giving criteria for the convergence of the 
method. There are also many test results of the method effectiveness available for func-
tions with different characteristics as well as variable (dynamic) calculations. The study 
conducted by the author takes place in several stages: 

1. Literature analysis and collection of test materials. - That's part of the job done. 
Many methods of tuning the PSO algorithm have been recognized. And also the 
results and research methodology and results of other scientists. A review of the 
methods used to teach neural networks was also made in the context of interaction 
with other optimization algorithms. A set of test functions with different levels of 
difficulty was selected. 

2. Development of the simulation program - the basic PSO method. - A simple program 
was implemented to implement the basic PSO method, which was modified. Six 
simple test functions with a variable number of parameters have been pre-imple-
mented. The functionality of the program has been extended to include counters and 
statistical meters. Restrictions have been introduced on the total time it takes to run 
a single algorithm, the stop criterion for no progress. The method was focused on 
the convergence criterion and the spread of results obtained in subsequent launches. 
The repeatability of acceptable results in relation to the number of all calls of the 
evaluation function was adopted as the superior criterion. In the pilot tests, succes-
sive changes of individual parameters were applied within theoretically considered 
sufficient to coincide with the PSO algorithm. The size of the examined functions 
was limited to 6 variables. The software of the superior algorithm of artificial neural 
networks, selection of appropriate architecture as well as methods of learning and 
verification of its results remain to be made. 

3. Performing a series of pilot simulations for simple functions and with few variables. 
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a. The use of fixed parameters recommended in the literature. 
b. Using a smooth change of parameters over time. 
c. Use of adaptive methods. 

4. Modification of the method taking into account the complete (full informal) or par-
tial (partial informal) interdependence of particles. 

a. Regulation of group sizes (subpopulations) and their interaction. 
b. Implementing the strategy of belonging to a given group and migration between 

groups. 
5. Introduction of methods of supervision over the evolution of the method. 

a. Determining the method quality criteria: 
i. Is the method convergent at the assumed time? Adoption of the allowable 

cost of calculations in which all tests must be successful. 
ii. Resistance to changing the specification of the problem. What is the 

spread of results for various test functions, including the change in their 
characteristics during calculations? 

iii. Resistance to changing parameter values. What is the sensitivity of the 
method, i.e. resistance to interference. 

iv. Impact of random factor. How does the calculation result change using 
different random number generators? 

b. Introduction of trial and error principles and return methods for herd strategy 
i. Memory mechanisms of previous states 
ii. Selection rules 
iii. Determining the output and output signals in the structure of the artificial 

neural network. 
iv. Choosing a topology of the neural network 
v. Submission to the learning process. 
vi. Preparation of research results. 

c. Summary of experiments and drawing conclusions in relation to the thesis pre-
sented. 

4 Conclusions 

Summarizing, the method chosen for the study combines both the features of simple 
heuristics and certain rules of their mutual relations with each other. Making many at-
tempts with different sets of parameters, many authors tried to determine both the gen-
eral form of this method and the way of changing the value of parameters depending 
on the solved basic problem. In many cases, the method turned out to be sensitive to 
the type of problem. The low effectiveness of the method throughout the space of opti-
mized parameters is associated with a relatively long period before the parameter value 
is changed. The moment of making the decision about the change and the direction of 
such change is important here. The decision task can be treated as a classification. Such 
tasks are successfully managed by neural networks. Unfortunately, teaching them is 
long and requires a lot of data. The intellectual effort of the creators has been focused 
here on the parameters of neural networks. This may be more difficult than with the 
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basic PSO method. Reviewing the literature on the subject, no realizations of hybrid 
constructions PSO-Neural Networks were found. However, there are works in which a 
swarm of particles controls the parameters of the neural network. This may be sug-
gested by the conclusions: The studies conducted on such a hybrid did not confirm its 
effectiveness, therefore this path of development was abandoned or work on such a 
hybrid was not undertaken because other (less complex) methods with greater effec-
tiveness than expected using this tuning method appeared. Both premises seem to be 
differently probable. However, the research task posed by the author is the answer to 
the question: whether and how the use of neuron networks will improve the operation 
of the PSO method and not to develop a method of the competitive method to another 
already known and studied. 
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