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Abstract

With the spread of smartphones and the diversifica-
tion of Web services, individuals, companies, and
organizations can send and receive various types of
information to and from anywhere. Although in-
formation is provided by many types of media, ar-
ticles and posts are the most common type: news
articles, blog posts, social media posts, etc. Such
articles and posts can create unexpected emotional
responses in readers and can occur flame war in
the worst case. To avoid the risk of occurrence of
flame war and to inform the recipient as intended,
methods for personalized affect analysis have at-
tracted attention. We present a model based on
latent Dirichlet allocation for performing personal-
ized affect analysis of news articles. Each article is
assumed to have a distribution of topics, and each
reader is assumed to have latent features that rep-
resent the strength of the effect of each topic on
the reader. A reader responds to an article on the
basis of the distribution of the topics it contains
and the reader’s latent features. Furthermore, the
model leverages the articles to which no readers re-
spond for training. The effectiveness of the pro-
posed model was demonstrated using data on the
responses, as collected through crowdsourcing, of
readers to several online news articles.

1 Introduction
With the spread of smartphones and the diversification of Web
services, individuals, companies, and organizations can send
and receive various types of information to and from any-
where. Although information is provided by many types of
media, articles and posts are the most common type: news
articles, blog posts, social media posts, etc. Such articles and
posts can create unexpected emotional responses in readers
and can occur flame war in the worst case.

To avoid the risk of the occurrence of flame war and to in-
form the recipient as intended, methods for personalized af-
fect analysis, which predict the responses of a reader to an

∗Alphabetic order (equal contribution).

article or post, have attracted attention. By modeling the per-
sonal affect responses of a reader, one can recommend arti-
cles that are beneficial for that reader and avoid recommend-
ing ones that might make the reader feel bad and avoid flame
war by predicting the ratio of people who will feel bad af-
ter reading the article. Although there are several methods
for performing affect analysis, many of them predict only
one affect for a given article or word [Maas et al., 2011;
Ptaszynski et al., 2013; Liu et al., 2003]. However, different
readers may have different responses to an article and hence
an article that makes one reader feel bad may be beneficial to
another reader.

We have developed a probabilistic generative model for
personalized affect analysis that combines the latent features
(factors) of news articles and their readers. It is an exten-
sion of the latent Dirichlet allocation (LDA) model [Blei et
al., 2003]. Each article and its readers have their own latent
features. An article’s latent features can be interpreted as the
topics it includes. A reader’s latent features can be regarded
as parameters representing the strength of each topic’s effect
on the reader. Unlike other personal response models [Dawid
and Skene, 1979; Kajino et al., 2012; Koren et al., 2009;
Duan et al., 2014], our model uses the articles to which no
readers respond for training (i.e., for inferring the posterior
distributions) since the proposed model includes the generat-
ing process of articles. The model’s effectiveness was demon-
strated on the task of predicting the affect responses, which
were collected by crowdsourcing, of readers of Japanese news
articles.

We next introduce the notation used. In Section 3, we re-
view the LDA model. In Section 4, we present our proposed
model for personalized affect analysis. We discuss related
work and the differences between the proposed model and
previous models in Section 5. We present and discuss our ex-
perimental results in Section 6 and conclude in Section 7 with
a brief summary.

2 Notation
We denote the set of articles as D. We use Nd for the num-
ber of words in the d-th article. We use wd,n for the n-
th word in the d-th article. We denote the set of readers
as H and use E for the set of affect responses. We repre-
sent the affect responses of the h-th reader to the d-th article
as lh,d ∈ {0, 1}|E|. For e ∈ |E|, lh,d,e = 1 means that
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the h-th reader feels the e-th affect for the d-th article, and
lh,d,e = 0 means that the h-th reader does not. Note that we
assume that readers can feel multiple affects for an article;
i.e.,

∑|E|
e=1 lh,d,e can be higher than 1. Our goal is to develop

a model for personalized affect analysis, i.e., a model for
predicting responses lh,d,e that are not observed (unknown).
Therefore, in our scenario, all readers do not read all the arti-
cles. We represent the set of indices of readers that read and
respond to the d-th article by Hd and the set of observations
of responses {lh,d,e | d ∈ [D], h ∈ Hd, e ∈ [E]} by L.

3 Latent Dirichlet Allocation
The LDA model [Blei et al., 2003] is a statistical model for
analyzing documents. Each document is assumed to have a
distribution of topics; i.e., each document can be represented
as a mixture of topics, and each topic has a distribution of
words. LDA is based on the assumption that each topic has a
word distribution and that the words in a document are gener-
ated on the basis of this distribution and on the mixture-ratio
of topics in the document. The joint distribution of the LDA
is given by

p(D, {φk}, {zn,d}, {θd};α,β)

:=
K∏

k=1

p(θk;β)

|D|∏
d=1

[p(θd;α)

×
Nd∏
n=1

p(zd,n;θd)p(wd,n;φzd,n)], (1)

where K is the number of topics, which is specified by the
user, α and β are the parameters of Dirichlet distributions
p(φk;β) and p(θd;α), and {φk}, {zn,d}, and {θd} are latent
variables. The process for generating D is as follows:

1. For k = 1, . . . ,K

(a) Generate word distribution for k-th topic φk ∼
Dir(φk;β).

2. For d = 1, . . . , |D|
(a) Generate topic distribution for d-th document θd ∼

Dir(θd;α).
(b) For n = 1, . . . , Nd

i. Generate topic zd,n ∼ Cat(zd,n;θd).
ii. Generate n-th word wd,n ∼ Cat(wd,n;φzd,n).

where Dir(·; ·) is the Dirichlet distribution and Cat(·; ·) is the
categorical distribution. Figure 1 shows a graphical represen-
tation of the LDA model.

In many cases, given D, the objective of using the LDA
model is to infer the topic posterior distribution of a docu-
ment and the word distribution of each topic. There are many
methods for inferring them, e.g., variational Bayes (VB) [Blei
et al., 2003] and Markov chain Monte Carlo (MCMC) [Por-
teous et al., 2008].

4 Proposed Model
Our proposed model for personalized affect analysis of news
articles is an extension of the LDA model. It introduces the
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Figure 1: Graphical representation of LDA model.

latent features of readers and readers affect responses on the
basis of those features and the topic distributions of the arti-
cles.

4.1 Generating Process of Documents and Affect
Responses in Proposed Model

We first explain our assumptions for personalized affect anal-
ysis. Because the LDA model is simply a basic model for
analyzing documents, we extended it for personalized affect
analysis. Since the e-th affect response of reader h to the d-th
news article lh,d,e is in {0, 1}, we assume that the distribution
of lh,d,e is a Bernoulli distribution: Ber(lh,d,e; ph,d,e), where
ph,d,e is the probability of lh,d,e = 1. Because ph,d,e clearly
depends on the reader and the article, and each article has a
topic distribution θd in the LDA model, we assume that the
(h-th) reader has his or her own latent features for the e-th
affect response: ψh,e ∈ RK , which represents the charac-
teristics of the reader. We also assume that lh,d,e is generated
from θd and the characteristics: ph,d,e = 〈θd,ψh,e〉. Because
ph,d,e must be greater than 0 and less than 1, we assume that
ψh,e,k ∼ Beta(φh,e,k; γk). Then, ph,d,e = 〈θd,ψh,e〉 clearly
satisfies the constraint: greater than 0 and less than 1.

The joint distribution of the proposed model, which reflects
these assumptions, is given by

p(D,L, {φk}, {zn,d}, {θd}, {ψh,e};α,β, {γk})

:=

|H|∏
h=1

|E|∏
e=1

K∏
k=1

p(ψh,e,k; γ)
K∏

k=1

p(θk;β)

|D|∏
d=1

[p(θd;α)

×
Nd∏
n=1

p(zd,n;θd)p(wd,n;φzd,n)

×
∏

h∈Hd

|E|∏
e=1

p(lh,d,e; 〈θd,ψh,e〉)]. (2)

The process for generating D and {lh,d,e} is as follows:
1. For k = 1, . . . ,K

(a) Generate word distribution for k-th topic φk ∼
Dir(φk;β).

(b) For h = 1, . . . , |H|
i. For e = 1, . . . , |E|
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Figure 2: Graphical model representation of proposed model.

A. Generate parameter for h-th reader for e-th af-
fect : ψh,e,k ∼ Beta(ψh,e,k; γk).

2. For d = 1, . . . , |D|
(a) Generate topic distribution for d-th article θd ∼

Dir(θd;α).
(b) For n = 1, . . . , Nd

i. Generate topic zd,n ∼ Cat(zd,n;θd).
ii. Generate n-th word wd,n ∼ Cat(wd,n; .φzd,n).

(c) For h ∈ Hd

i. For e = 1, . . . , |E|
A. Generate e-th affect response of h-th reader to

d-th article: lh,d,e ∼ Ber(lh,d,e; 〈θd,ψh,e〉).
Figure 2 shows a graphical model of the proposed model.

Our model can be interpreted as an extension of the LDA
model: the distribution of reader responses p(lh,d,e) is intro-
duced naturally. As described in the next section, in many of
the existing models for personal responses, articles to which
no readers responded, i.e., unresponded-to articles, cannot be
used for learning (i.e., inferring posterior distributions) be-
cause they model only the generation of the distribution of
reader responses, p(lh,d,e). On the other hand, our model can
leverage these unresponded-to articles for learning since it in-
cludes the generating process of articles.

4.2 Inference of Posterior Distributions
Given articles D and responses L, the goal of a user using
the proposed model is to obtain he posterior distributions of
topics p(θd | D,L), words p(φk | D,L), and reader param-
eters p(ψh,e | D,L) for all d ∈ [|D|], h ∈ [|H|], e ∈ [|E|],
and k ∈ [K]. After inferring the posterior distributions, the
proposed model can predict unknown responses lh,d,e that are
not included in L; i.e., lh,d,e ∈ Lu = {lh,d,e | d ∈ [|D|], e ∈
[|E|], h ∈ [|H|]\Hd}. Since the proposed model is an exten-
sion of the LDA model, it can infer the posterior distributions
by using a VB or MCMC method in a manner similar to that
of the LDA model. Generally, VB-based methods are faster

than MCMC-based ones but require model-specific deriva-
tion and implementation of the algorithm, which are more
complex than those of MCMC-based methods. In our experi-
ments, we used the automatic differentiation variational infer-
ence (ADVI) [Kucukelbir et al., 2017] method for inferring
the posterior distributions. The ADVI method enables the in-
ference of approximated (variational) posterior distributions
without model-specific complex derivation and implementa-
tion of an algorithm. The approximated posterior distribu-
tion is represented as a Gaussian distribution with conversion
of some parameters and is optimized by maximizing the evi-
dence lower bound using stochastic gradient ascent with the
reparameterization trick [Kingma and Welling, 2014]. After
the approximated posterior distributions have been inferred,
the user can easily compute the distribution of topics of un-
known articles.

5 Related Work
Various methods have been reported for affect analysis. Some
have been rule based. Liu et al. presented an affect analy-
sis model based on the Open Mind Common Sense database,
which is a generic common sense database [Liu et al., 2003].
Ptaszynski et al. presented an affect analysis system for
Japanese narratives based on ML-Ask, which is an automatic
affect annotation tool using the Emotive Expression Dictio-
nary [Ptaszynski et al., 2013]. Some have been machine-
learning based. Tokuhisa et al. presented one that uses an au-
tomatically obtained labeled dataset [Tokuhisa et al., 2008].
Maas et al. proposed a method for learning word represen-
tations (word latent features) and a classifier for the affect
analysis of documents. These methods are not for personal-
ized affect analysis. Our proposed method does not introduce
latent features of words and assumes that the affect responses
of readers depends on only the latent features of documents
and each reader. Hence, our future work includes the exten-
sion of the proposed model by introducing the latent features
of words, like [Maas et al., 2011].

Probabilistic models that have been proposed in the
crowdsourcing field can be used to predict personal re-
sponses [Dawid and Skene, 1979; Kajino et al., 2012; Kajino
et al., 2013; Welinder et al., 2010; Duan et al., 2014; White-
hill et al., 2009]. Crowdsourcing services have been used
to collect labeled data for supervised learning: a machine-
learning user first collects unlabeled data and then asks
crowdsourcing workers to label the data. Because crowd-
sourcing workers are not professional, the quality of their
work is generally low. Hence, many methods have been de-
veloped for inferring true labels and worker ability from a
set of noisy item labels given by multiple workers [Dawid
and Skene, 1979; Kajino et al., 2012; Kajino et al., 2013;
Welinder et al., 2010; Duan et al., 2014; Whitehill et al.,
2009]. In addition to inferring unknown item true labels,
these methods can also be used to predict personal responses.

The model presented by Dawid and Skene for aggregating
diagnoses from multiple doctors [Dawid and Skene, 1979]
has also been used for inferring true labels from a set of noisy
labels given by crowdsourcing workers. We call it the DS
model. It is based on the assumption that each doctor has his
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or her own confusion matrix for diagnosis and that their di-
agnoses (responses) depend on his or her confusion matrix
and the unknown true diseases of patients. In the task of
aggregating noisy crowdsourced responses, doctors, patients,
and diagnoses correspond to workers, items (data), and re-
sponses, respectively. There are three main differences be-
tween the proposed model and the DS model. (i) The DS
model is based on the assumption that each item (document)
has one true label (true affect response) while the proposed
model does not (it is not reasonable to assume the existence of
a true affect response). (ii) The DS model does not consider
the characteristics of each item because responses depend
on only the true labels and worker characteristics. (iii) The
proposed model introduces the generation of articles (items)
while the DS model does not, so the proposed model can
leverage unresponded-to articles for learning while the DS
model can neither leverage nor predict the responses of work-
ers to unresponded-to items.

Kajino et al. proposed the personal classifier (PC) model
for learning a classifier directly from noisy crowdsourced la-
bels [Kajino et al., 2012]. The PC model is based on the
assumption that (i) each worker has his or her own classi-
fier, (ii) given an item, each worker inputs the feature vector
of the item to his or her own personal classifier and labels
the item in accordance with the output of the classifier, and
(iii) there is a base classier and the parameters of the personal
classifiers are noisy versions of the base classifier (noises rep-
resent the worker characteristics). The advantages of the PC
model are that (i) it produces not only (inferred) true labels
but also a classifier, (ii) the optimization problem is convex
and thus easy to solve, and (iii) it can predict the responses
of workers to unresponded-to items, unlike the DS model.
However, unlike the proposed model, the PC model cannot
use unresponded-to items for learning.

Methods for modeling personal responses have also been
presented for recommender systems [Koren et al., 2009]. Ma-
trix factorization (MF) [Koren et al., 2009] is a commonly
used method for recommender systems. It is based on the
assumption that each item and the user has its own latent fea-
tures (multi-dimensional vector) and models the responses of
the h-th user to the d-th item as the dot product of the la-
tent features of the user and those of the item. Random vari-
ables θd and ψh correspond to the latent features of the item
and user, respectively. A similar model was proposed in the
crowdsourcing area [Welinder et al., 2010]. Unlike the pro-
posed model, the MF method cannot leverage and predict re-
sponses of workers to unresponded-to items.

Duan et al. presented probabilistic models for estimat-
ing multiple labels for emotions generated by crowdsourc-
ing workers [Duan et al., 2014]. Their models are extensions
of the DS model. Because their models, like the DS model,
do not use item (document) information (i.e., unlike the pro-
posed model), they cannot leverage and predict responses of
workers to unresponded-to items.

6 Evaluation
We experimentally evaluated the effectiveness of our pro-
posed model for predicting personal affect responses.

Table 1: Number of responses for each affect label.

anger sadness joy displeasure surprise fear
1,738 1,742 1,861 1,248 1,067 1,836

6.1 Dataset
We used 770 articles taken from the livedoor news cor-
pus dataset1. To collect reader responses to these arti-
cles, we used the Lancers Crowdsourcing Service2. There
were 95 readers, and each one responded to at least
ten articles We defined the affect responses as E =
{anger, sadness, joy,displeasure, surprise, fear}. We asked
the readers to label each article they read with at least one
affect response. There were 220 articles with responses (i.e.,
|{d | d ∈ [D], Hd 6= ∅}| = 220). We used 30 responses
for each article (Hd = 30 for such d). The mean, me-
dian, and mode of the number of responses per readers were
69 30, and 10, respectively. The number of responses (i.e.,
|{lh,d,e = 1 | d ∈ [D], h ∈ Hd}) for each affect for the 220
articles is shown in Table 1.

Since we wanted to evaluate the prediction performances
of different methods, we split the 220 responded-to articles
into 200 training articles and 20 testing articles. The remain-
ing 550 articles were used as unresponded-to articles to train
the proposed model.

6.2 Models Compared
Since we wanted to demonstrate the effectiveness of the pro-
posed model on the task of predicting personal affect re-
sponses, we compared its performance with those of the PC
and IPC models.

• PC: personal classifier model [Kajino et al., 2012]. We
used logistic regressions as personal classifiers and a
base classifier similarly to [Kajino et al., 2012]. The
workers had |E| personal classifiers for each affect re-
sponse.

• IPC: independent personal classifier model. Each reader
has his or her own personal classifier, as in the PC model,
but does not have a base classifier, unlike the PC model.
That is, in the IPC model, personal classifiers are learned
independently, so the IPC model is a baseline model.

• Proposed: proposed model described in Section 4. We
set the number of topics per articleK to 5. Since the pro-
posed model can use unresponded to articles for learn-
ing, we compared its performance with and without the
unresponded to articles, i.e., the remaining 550 articles.
We call the proposed model with unresponded-to articles
Proposed-Unresponded-to and without unresponded-
to articles Proposed. In real-world applications, the
articles for which reader responses are to be predicted
can be obtained in advance, and the proposed model
can leverage such test articles for training similar to
methods for transductive learning [Vapnik, 1998]. We
call the proposed model with test article information

1https://www.rondhuit.com/download.html#ldcc
2http://www.lancers.jp/
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Table 2: ROC-AUC of PC, independent PC (IPC), and proposed models for each affect label and average ROC-AUC.

anger sadness joy displeasure surprise fear average
PC 0.569 0.539 0.635 0.641 0.563 0.599 0.591
IPC 0.556 0.578 0.565 0.604 0.584 0.554 0.573

Proposed-Transductive 0.655 0.669 0.564 0.581 0.669 0.665 0.634
Proposed-Unresponded-to-Transductive 0.644 0.688 0.602 0.577 0.634 0.676 0.637

Proposed 0.650 0.685 0.570 0.597 0.675 0.661 0.640
Proposed-Unresponded-to 0.613 0.687 0.559 0.567 0.643 0.683 0.625

Proposed-Transductive and without test article infor-
mation Proposed. Similarly, we call the proposed
model with unresponded-to articles and test articles
Proposed-Unresponded-to-Transductive and without
unresponded-yo articles and with test articles Proposed-
Unresponded-to.

The DS model [Dawid and Skene, 1979] and MF model [Ko-
ren et al., 2009] (and similar models [Welinder et al., 2010])
were not compared because they cannot predict the responses
of readers to unresponded-to articles. We evaluated them
by using the area under the receiver operating characteristic
curve (ROC-AUC) on the 20 test articles.

6.3 Results and Discussion

The results are shown in Table 2. The average ROC-AUC
values among affect labels for all versions of the proposed
model were higher than those for the PC and IPC models.
Unfortunately, using unresponded-to articles and/or test ar-
ticles was not effective, possibly due to the small numbers
of unresponded-to and test articles. Future work includes
investigating the effects of using larger numbers of each.
Furthermore, the mode number of responses per reader was
10, which is insufficient for learning the latent features of a
reader. As with the clustering PC model [Kajino et al., 2013],
clustering readers on the basis of their latent features is a
promising way to efficiently learn the latent features of read-
ers. Future work also includes extending our model to include
reader clustering.

7 Summary

Our proposed model for personalized affect analysis is a nat-
ural extension of the LDA model. Personal affect responses
are obtained from the latent features of articles and readers,
which are easy to interpret. Testing demonstrated that the
proposed model outperforms existing models on the task of
predicting personal responses.
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