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Abstract
We performed a comparative study of the influence
of seven different types of classifiers and four types
of encoders on argument classification in Japanese
assembly minutes using 45 sets of results from the
Question Answering Lab for Political Information
task at the NTCIR-14 workshop. The more accu-
rate value obtained from a classification of argu-
mentative relations between a speech sentence and
a political topic was 0.942 using the support vector
machines classifier and one-hot encoding, while the
most accurate classification value obtained with the
long short-term memory classifier and word em-
bedding was estimated to be 0.934.

1 Introduction
Numerous arguments about various topics are conducted at
different assemblies globally. Although the arguments are
valuable for the general public, they are too numerous and
intertwined to be comprehensible. Meanwhile, the demand
for promptly providing the information required by the users
after checking facts to eliminate the fake news from such ar-
guments has been increasing in recent times. Advanced ques-
tion answering (QA) technologies including argument mining
and/or machine comprehension can assist the users to avail
such information. Therefore, argument mining from assem-
bly minutes is becoming increasingly significant.

In general, machine learning methods, such as the support
vector machines (SVM), are used to recognize argumenta-
tive relations, including support or attack relations [Stab and
Gurevych, 2017]. However, determining the most suitable
method and relevant design of argument vectors for argument
mining from assembly minutes is a challenge. The QA Lab-
PoliInfo (Question Answering Lab for Political Information)
task1 [Kimura et al., 2019] at the NTCIR-14 workshop was
held from January 2018–June 2019. This task was a shared
task that focused on recognizing and summarizing the opin-
ions of assemblymen and their reasons in the Japanese Re-
gional Assembly Minutes Corpus [Kimura et al., 2016]. Fif-
teen teams participated and submitted a total of 119 results.

1https://poliinfo.github.io/

These teams had employed different types of methods, such
as the rule-based classifier vs. machine learning classifier,
one hot encoding vs word embedding, and SVM vs. long
short-term memory (LSTM).

The QA Lab-PoliInfo task includes the segmentation, sum-
marization and the classification tasks. The objective of the
classification task is to recognize the classes of the speech of
assemblymen, such as “support”, “against” and “other”, to an
opinion, such as “The Tsukiji Market should move to Toyosu
area”. This is similar to recognizing the argumentative re-
lations. We investigated the influence of the difference be-
tween classifiers and encoders in recognizing argumentative
relations using the results of the classification task.

The main contribution of this study is to clarify the in-
fluence of classifiers and encoders of the machine learning
methods on argument classification in the Japanese assembly
minutes based on the results of various empirical systems.

2 Related work
The comparative study on argument mining is presented in
this section. Aker et al. [Aker et al., 2017] comparatively an-
alyzed the machine learning methods and feature sets using
persuasive essays and Wikipedia articles in English. How-
ever, the results do not include the current methods, such as
the LSTM. The Japanese assembly minutes include different
characters from the essays and articles.

Fake News Challenge2 and CLEF-2018 Fact Checking
Lab3 [Nakov et al., 2018] are shared tasks that deal with po-
litical information. The Fake News Challenge conducted the
stance detection task and estimated the relative perspective
(or stance) of two pieces of text relative to a topic, claim,
or issue. The CLEF-2018 Fact Checking Lab conducted two
tasks, which consists of the check-worthiness and the factual-
ity [Atanasova et al., 2018; Barrón-Cedeño et al., 2018]. As
Japanese arguments are generally more implicit than English,
there is some uncertainty about the effectiveness of the ar-
gument mining methods for English with respect to Japanese
texts.

2http://www.fakenewschallenge.org/
3http://alt.qcri.org/clef2018-factcheck/
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Figure 1: Example of the classification task

Stanford Question Answering Dataset (SQuAD) [Ra-
jpurkar et al., 2016] is used for advanced QA purpose, in-
cluding machine comprehension [Wang et al., 2018; Wang
et al., 2017]. While the SQuAD includes 100,000+ ques-
tions, the data set used in the QA Lab-PoliInfo task comprises
10,000+ questions. The latter, therefore, is not capable of pro-
viding sufficient amount of training data for general machine
learning methods. However, consistently securing sufficient
amount of training data is considered difficult in a specific
domain like assembly minutes. Researching on the results
obtained from limited amount of data is important on account
of their execution in the real world.

3 Analysis settings

3.1 Data

The Japanese Regional Assembly Minutes Corpus [Kimura et
al., 2016] had collected the minutes of plenary assemblies in
47 prefectures of Japan from April 2011–March 2015. These
Japanese minutes resemble a transcript. In the question-and-
answer session, an assemblyman asks several questions at a
time, and a prefectural governor or a superintendent answers
the questions under his/her charge. Any speech is too ex-
tensive to understand its contents at a glance; therefore, in-
formation access technologies, such as the advanced QA and
automated summarization, aid in this process. A subset of the
corpus, which was narrowed down to the Tokyo Metropolitan
Assembly, was used for the QA Lab-PoliInfo task.

For the gold standard data, 14 political topics, such as “The
Tsukiji Market should move to Toyosu area,” were considered
in advance. After all the sentences including keywords in
a topic, such as “Tsukiji Market,” were extracted from the
corpus, at least three workers annotated the gold standard data
per sentence using cloud services. Finally, a total of 10,291
sentences were used as the training data, and 3,412 sentences
were used as the test data.

Figure 2: Example of data in JSON format

3.2 Classification task
The objective of the classification task at the QA Lab-PoliInfo
task is to discover the opinion, which possesses the fact-
checkable reasons, in the Japanese assembly minutes. Figure
1 shows an example of the classification task. Firstly, a polit-
ical topic was provided. When a speech sentence in the min-
utes was provided, the basic factors of classification, which
were relevance, fact-checkability and stance agreeing, were
recognized. Relevance implies checking whether the sen-
tence provided refers to the specific topic. Fact-checkability
implies checking whether the sentence provided contains
fact-checkable reasons. Stance agreeing implies checking
whether the speaker of the sentence agrees with the topic.
However, we prepared a third stance, called “other”, to de-
note that a speaker stands neutral or demonstrates no relation
to the topic. Finally, the sentence was classified into the fol-
lowing three classes: support with fact-checkable reasons (S),
against with fact-checkable reasons (A), and other (O). All
the data are provided to the participants in JavaScript Object
Notation (JSON) format, as shown in Figure 2.

As measured from the evaluation, the accuracy of all
classes A is defined as follows.

A =
1

|Q|
∑
q∈Q

num(q)

3
(1)

where Q is a set of sentences provided, and num(q) is the
number of workers, who annotated the classified class as the
gold standard class in the sentence q (maximum value = 3).

Input: A political topic and a sentence in the minutes
Output: A relevance (existence or absence), a fact-
checkability (existence or absence), a stance agreeing
(agree, disagree, or other) and a class (support with fact-
checkable reasons, against with fact-checkable reasons,
or other)
Evaluation: accuracy of all classes

3.3 Grouping the methods
During the classification task, the results of 45 methods from
11 teams were submitted. As the methods were varied, de-
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Table 1: Numbers in classifiers and encoders

Classifier Num. Encoding Num.
Rule-Based 2 Key-Phrase 2
MaxEnt 1 One-Hot 19
3LP 2 Word Embedding 23
SVM 13 Unique 1
LSTM 13 Total 45
SVM+ 7
LSTM+ 7
Total 45

Figure 3: Accuracy of classification in classifiers

vising an approach to group them was difficult. As the teams
also submitted their system description, we grouped the meth-
ods according to viewpoints that are shared by many methods,
i.e., based on the type of machine learning classifier and en-
coding.

Although most methods used a machine learning classi-
fier, there were two rule-based methods. Some methods em-
ployed a combination of classifiers, such as SVM and deci-
sion tree. Therefore, we decided the classifier groups as fol-
lows: rule-based, MaxEnt, three-layered perceptron (3LP),
SVM, LSTM, a combination of SVM and other classifiers
(SVM+), and a combination of LSTM and other classifiers
(LSTM+). There was no method that used a combination of
SVM and LSTM.

The encoding of the methods using the machine learning
classifier was performed through either one-hot encoding or
word embedding. However, one method was observed to be
an exception, as its encoding included folding a word and its
appearing place into a vector element. The rule-based classi-
fiers used simple key-phrases without encoding. Therefore,
the encoding groups were decided as follows: key-phrase,
one-hot encoding, word embedding, and unique encoding.
Table 1 lists the numbers in the classifier and the respective
encoding groups.

4 Result
Figures 3–10 show the box-and-whisker plots with respect
to the accuracy of classification, relevance, fact-checkability
and stance agreeing in the classifier and encoding groups, re-
spectively. Table 2 lists the most accurate of all the values.
The accuracy results of the machine learning classifiers were

Table 2: The most accurate classification values obtained from clas-
sifiers and encoders

classifier max encoding max
rule-based 0.624 key-phrase 0.624
MaxEnt 0.909 one-hot 0.942
3LP 0.842 word embedding 0.934
SVM 0.942 unique 0.909
LSTM 0.934
SVM+ 0.932
LSTM+ 0.933

Figure 4: Accuracy of relevance in classifiers

observed to be better than that of the rule-based classifiers.
The SVM classifier demonstrated the most accurate value of
0.942, while the LSTM classifier demonstrated a value of
0.934. The combinations of classifiers did not work as well
as they were expected. An accuracy of 0.942 with the one-
hot encoding was the best, although it was marginally higher
than that of word embedding (0.934). Aker et al. [Aker et
al., 2017] reported that the difference between the classifiers
was marginal, and the results observed in this study exhibited
a similar tendency.

While comparing the basic factors of classification with
each other, it was observed that the results of fact-checkability
were relatively low. As it is an important factor for a well-
grounded argument, it can emerge into an issue in the future.

Figure 5: Accuracy of fact-checkability in classifiers
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Figure 6: Accuracy of stance agreeing in classifiers

Figure 7: Accuracy of classification in encoders

5 Conclusion
We performed a comparative study of the influence of seven
types of classifiers and four types of encoders on argument
classification in Japanese assembly minutes using 45 sets of
results from the QA Lab-PoliInfo task at the NTCIR-14 work-
shop. During the classification of argumentative relations be-
tween a speech sentence and a political topic, the most accu-
rate value obtained using an SVM classifier and one-hot en-
coding was estimated to be 0.942. However, the accuracy of
the combination of an LSTM classifier and word embedding
was estimated to be 0.934.
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