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Abstract. We propose our own optimization methods to speed up the work and 

compare different approaches for high-quality implementation of the idea. The 

subproblem of the first stage in  image processing is a filtration. As a result of 

the research,  can distinguish the following main types of noises: additive and 

impulse. The impulse - is associated with losses in the transmissions through a 

communication channels. We can remove noise using the Gaussian blur, which 

can be used from the OpenCV library. The purpose of the first stage is to identi-

fy the edges, because with the development of technology, it simplifies the op-

eration of data processing algorithms, and thus the storage and processing of in-

formation. The second step is to find out the contours in the image that repre-

sent the document, which we want to check. The last step lays in taking the four 

points, representing the outline of the medical document (found in the second 

step) and appling a perspective transform to get a top-down image with an angle 

of 90 degrees, because we need a view at a right angle, since it is more conven-

ient to work with it. 

Keywords: Methods, Technologies, OpenCV library, The Gaussian blur, Algo-

rithms such as Canny, Algorithms such as Derich. 

1 Introduction 

Nowadays, technologies can accelerate and improve the field of healthcare delivery as 
medical information has to be received very quickly because it has an impact on hu-
man life, so this process should be optimized as fast as possible. In the case of a non-
informative system, the patient is put at great risk because doctors do not know if there 
are any warnings about the treatment methods. 
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The most convenient way is to use the patient's documents to read information from 
him and make the right conclusions about the emergency or treatment scheme. To 
solve this problem, it was proposed to identify the patient’s document - id card in real-
time, then read and process information from it. Obviously, in order to solve this prob-
lem, firstly we must process our image and prepare it to make recognition and reading 
as accurate and fast as possible. 

 

Development stages of the program: 

 Step 1:  edge detection, to highlight and focus on the research object. 

 Step 2:  usage of the image’s edges to find the contour, representing the 

scanned document. 

 Step 3:  view perspective application to get the look of the document from 

the top-down. 

Please note that the first paragraph of a section or subsection is not indented. The first 

paragraphs that follows a table, figure, equation etc. does not have an indent, either. 

Subsequent paragraphs, however, are indented. 

2 Review of the Literature 

In the present, technologies of computer vision are actively developing, with their 

help, we can solve problems more effectively, one of which is recognition. As a result 

of active development, developers receive a large number of libraries to solve prob-

lems. Actually, in this article we face the task of determining the performance of these 

libraries. The best way to get detailed information about a particular system, library, 

or API is to get acquainted with the documentation that we will actually use for the 

research in this article [1, 2]. Works [6, 17] focus on the theoretical aspects of build-

ing a stable system for  recognition. 

The researchers [3, 5, 10-11] describe the actual methods and technologies for all 

stages of the development of the recognition system, since in the field of recognition, 

a huge number of unique solutions have been developed. In any system, there is a 

promising issue of its performance, and especially this applies to recognition systems, 

so the authors [4-9] investigate the speed of the operation of recognition methods. 

3 Materials and Methods 

Among the variety of methods and algorithms, that are already widely used in work-

ing with images, only highlighted and used are those, that allow us to maximally op-

timize the program's performance in relation to our needs. We propose our own opti-

mization methods to speed up the work and compare different approaches for high-

quality implementation of the idea [12-16]. 

Most images are exposed to various types of noise in the process of transmitting them 

through communication channels, as well as at the formation stage. Therefore, sub-
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problem of the first stage in  image processing is a filtration. The presence of noises in 

the image may lead to inaccuracies and distortions at the segmentation and recogni-

tion stage. For example, the system can perceive noise for individual objects, which 

may adversely affect further research. As a result of the research,  can distinguish the 

following main types of noises: additive and impulse. The first one appears in digital 

image forming devices. While the impulse - is associated with losses in the transmis-

sions through a communication channels. Since the student is bringing his document 

to the camera, we can remove noise using the Gaussian blur, which can be used from 

the OpenCV library. The purpose of the first stage is to identify the edges, because 

with the development of technology, it simplifies the operation of data processing 

algorithms, and thus the storage and processing of information. For this task, algo-

rithms such as Canny or Deriche have already been implemented, but they are mostly 

complementary or improvement in certain cases. Usage of the Deriche makes sense in 

cases, where the processed image is noisy or requires a lot of smoothing. However, 

this does not apply to our document, since it does not contain complicated drawings. 

Therefore, we will use the Canny algorithm for optimal search [18]. 

4 Experiment 

For our study, the authors chose a student ID, because the doctor's and patient's 
certificates were not available  

To start, we upload the image (Student ticket, figure 1), thus translate it into the 
usual form for software development - the matrix of tuples with RGB values [  R G B 
](fig. 2). 

image = cv2.imread(args["image"]) 

 

Fig. 1. The image to work with  
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Fig. 2. RGB Student Ticket Matrix 

To evaluate and analyze the structure of the objects in the image and their further 
processing, firstly we must find them, identify their edges. To detect edges we use the 
Canny algorithm to highlight the location of the main edges, ignoring any false edges 
caused by noise. 

Because of that, the first thing the edge detector does -  it uses a Gaussian blur to 
smooth the input image and remove the noise. Gauss filter averages the Gaussian pixel 
around the point by function: 
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Then the first derivative operator is being applied to the smoothed image for 
 highlight areas of the image, using the highest first spatial derivatives. 

gray = cv2.cvtColor(image, cv2.COLOR_BGR2GRAY) 

gray = cv2.GaussianBlur(gray, (5, 5), 0) 



5 

 

Fig. 3. Output images (left) - image size with Gaussian filter (sigma = 1 and kernel size 5x5) 

The algorithm treats the significant local changes occurring in the image intensity 
(e.g. pixel value), so the edge detector takes the image in grayscale as an input and 
creates an image that shows the location of the gap breakdown as output (namely 
edges). The second step is to calculate the gradient, which determines the intensity and 
direction of the edge, corresponding to the change in the intensity of the pixels.The 
easiest way to determine them is to apply filters that cover the intensity change in a 
horizontal and vertical direction, respectively x and y. When the image is smoothed, 
derivatives Ix, Iy and suitably x, y are calculated. Then the G value and the slope of the 
gradient θ are calculated as follows: 
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To make all the edges of the same thickness it is necessary to soften the thick. This 
will be our third step - non-maximum suppression. The algorithm passes through all 
points of the gradient intensity matrix, that is found in the previous step, and finds 
pixels with the maximum value in the boundary directions. For an example, consider 
pixels of the image closerе: 
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In the image, we can see the intensity pixels of the processed gradient matrix and 
the corresponding direction of the edge(that is represented by an orange arrow). For 
example, the red field of the upper left corner corresponds to the direction of the edge 
with the angle -pi radians (+/- 180 degrees). 

 

The purpose of the algorithm is to check if pixels in one direction are more or less 
intense than the processed pixels. In the above example, the pixel (i, j) is being pro-
cessed, and the pixels in the same direction are highlighted in blue (i, j-1) and (i, j + 1). 
If one of these two pixels is more intense, then only more intense became stored. The 
pixel (i, j-1) seems to be more intense because it is white (value 255). Consequently, 
the intensity of the current pixel (i, j) is set to 0. If there are no pixels in the direction 
with more intense values, the current pixel value is saved. In the case of a diagonal 
line, the most intense pixel in this direction is the pixel (i-1, j + 1). So each pixel has 2 
main criteria: 1) Destination edge in radians. 2) The intensity of the pixels (from 0 to 
255). 

Based on these input parameters, the algorithm of non-maximum suppression has 
the following steps: it creates a matrix filled with zeros, of the same size as the output 
matrix of the gradient intensity; determines the direction of the edge based on the angle 
matrix; checks whether the pixel in the same direction is more intense than the pixel 
that is being processed; 
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Fig. 4. Blur image (left) - gradient intensity (right) 

As the result there is the same image with more subtle edges. However, some pix-
els seem brighter than others. We will solve this by using the last two steps - double 
threshold and track the edge with hysteresis. So the fourth task is aimed at identifying 
3 types of pixels: strong, weak and irrelevant: 

Strong pixels -  pixels that have such high intensity that we are sure that they con-
tribute to the final edge. Weak pixels - pixels that have an intensity value that is not 
enough to be considered powerful, but not small enough to be considered irrelevant to 
determine the edges. Other pixels are considered not relevant for the edge. 

 

Fig. 5. The result of non-maximum suppression 

The last step is to track the edge with hysteresis. Based on the results of the thresh-
old, the hysteresis consists of converting the weak pixels into strong ones, if at least 
one of the pixels around the processed one is strong. 
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Fig. 6. The result of the hysteresis process 

 

Fig. 7. The result of Canny algorithm 

The second step is to find out the contours in the image that represent the 
document, which we want to check. We need to outline the image, so we assume it is 
the largest contour with exactly four points. 

 

Fig. 8. Picture of contour points 
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This is also a rather safe assumption - the program assumes that a student ticket is 
the main focus of our image. And it can also be assumed that it has four edges. Let's 
start with finding contours in our frame. When choosing the largest contour we sort 
them by area and save only the largest ones. This allows  to view only the largest con-
tours, discarding the rest. Then in a loop we begin to cross the points of the potential 
contour. If the contour has four points then we assume that they have reached the goal - 
the contour is found. And again, this is a pretty safe assumption. The program will 
assume that a student card is the main focus of an image that has a rectangular shape 
and thus has four different edges. 

 

 

Fig. 9. The array of the largest found contour (already sorted) 

 

Fig. 10. The result of the search for the contours of a student ticket in the image 
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5 Results 

The last step lays in taking the four points, representing the outline of the document 
(found in the second step) and appling a perspective transform to get a top-down image 
with an angle of 90 degrees, because we need a view at a right angle, since it is more 
convenient to work with it. 

It is very important for us to sequentially organize the contour points (sequentially 
we will consider clockwise sorting: the upper left (A), upper right (B), bottom right (C) 
and bottom left (D) point) obtained in the previous step. In fact, the order itself can be 
arbitrary if it is consistent throughout the implementation. So for this we will sort our 
points. 

deforder_points(pts): 

  rect = np.zeros((4, 2), dtype = "float32") 

  

 s = pts.sum(axis = 1) 

 rect[0] = pts[np.argmin(s)] 

 rect[2] = pts[np.argmax(s)] 

  diff = np.diff(pts, axis = 1) 

 rect[1] = pts[np.argmin(diff)] 

 rect[3] = pts[np.argmax(diff)] 

  return rect 

 

Fig. 11. The result of sorting points 

This function takes a single argument pts, which is a list of four points (found in the 
previous step) that specifies the coordinates (x, y) of each rectangle point. Then we 
find the upper left point, which has the smallest x + y amount and lower right the point 
that will have the largest x + y sum. Of course, now we will have to find the upper 
right and lower left points. Here we will take the difference between the points (that is 
x - y). The coordinates associated with the smallest difference will be the upper right 
point, while the coordinates with the greatest difference will be lower-left points. 

But the found amounts or differences may coincide, so to solve this problem, we 
can improve the function for sequential ordering of the points. 

deforder_points(pts): 

xSorted = pts[np.argsort(pts[:, 0]), :] 

 leftMost = xSorted[:2, :] 

rightMost = xSorted[2:, :] 

leftMost = leftMost[np.argsort(leftMost[:, 1]), :] 

(tl, bl) = leftMost 
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 D = dist.cdist(tl[np.newaxis], rightMost, "euclidean")[0] 

(br, tr) = rightMost[np.argsort(D)[::-1], :] 

 return np.array([tl, tr, br, bl], dtype="float32") 

This function also accepts a single argument pts, which is a list of four points that 
indicate the coordinates (x, y) of each point of the rectangle. But here we first sort our 
points. After that you need to trim the array to two parts, which will include the corre-
sponding two left (upper and lower) and two right points. By sorting an array of left 
coordinates, we can find the left upper and lower points. We use the upper left point as 
the basis, apply the Pythagorean theorem to it, since we can divide our rectangular 
contour into rectangular triangles, and find Euclidean distances between it and right 
points. 

 

Fig. 12. Image of Euclidean distances. B is the distance between the left and right upper points, C is the 

distance between the left upper and lower right points (C > D) 

So we can find the right lower point, since the distance to it will be the largest (as 
the hypotenuse of a rectangular triangle). So we can find the upper and lower right 
coordinates. 

 
Fig. 13. The result of sorting points 

Now we need to determine the size of our new deformed image. Define the width - 
the greatest distance between the right lower and  left lower x-coordinates or the upper 
right and upper left x coordinates. 
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Similarly, we determine the height - the maximum distance between the upper right 
and bottom right y coordinates or the upper left and lower left y coordinates. 

 

 

Now we define 4 points representing our top-down view. Then create a list in 
which the first entry (0, 0) corresponds to the upper left corner. The second record 
(maxWidth - 1, 0) accordingly corresponds to the upper right corner. Then we have 
(maxWidth - 1, maxHeight - 1), which is the bottom right corner. Finally, we have (0, 
maxHeight - 1) that is below the left corner. These points are determined in a sequen-
tial order of representation - and will allow us to get the image of the image from the 
top down. 

 

Fig. 14. The image from the top down 

Let’s find the transformation matrix using cv2.warpPerspective. 

 

Fig. 15. Transformation Matrix 

After that we pass the image to the transformation matrix M along with the width 
and height of our source image into the function cv2. warpPerspective, which returns a 
view of the image from the top to the bottom. The warpPerspective function converts 
the original image using the specified matrix: 
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We could use the function cv2.warpAffine, which takes the transformation matrix 
2x3, but the warpPerspective is best for us, because it translates the transformation of 
straight lines into straight lines. 

To get a black-white image, we convert it to gray and apply an adaptive threshold 
value. 

 

Fig. 16. An array of tuples RGB without the usage of the adaptive threshold value 

 

Fig. 17. An array of tuples RGB with the usage of the adaptive threshold value 

 

Fig. 18. The result of image processing after the above three steps 
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6 Conclusions 

In this work, a program implementation for processing a patient’s document was de-
veloped. The methods and algorithms that are best suited and optimized for this task 
are covered. We propose our own sorting methods to exclude program bugs and show 
examples of implementation. Algorithms and methods for processing medical images 
can be used in the same way. 
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