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Many of the most commonly employed machine learning techniques inherently
lack a possibility to provide an explanation of the way in which they reason. The
‘black box’ character of such systems can lead to distrust by users because the
systems cannot explain why particular decisions are made [3].

The response to this lack of transparency is the emerging field of Explainable
Artificial Intelligence (XAI) [4]. XAI aims to create explainable models that are
able to explicitly describe the inner workings of a black box machine learning
system, and thus provide the essential explanations to their users. Examples of
such XAI systems are rule extraction algorithms, that create sets of rules for the
users that describe the reasoning of black box systems [6], or glass-box systems,
in which the users are able to control what the systems learn [5]. A recent
deep learning system that is used to diagnose and refer in retinal diseases (and
outperforms medical experts), is divided into a framework of smaller systems;
one for each stage of the diagnostic process [2]. This makes it easier for the
clinicians to investigate and understand the reasoning of the system. The overall
goal of XAI systems is therefore to yield accurate explanations of the reasoning
of the systems, without sacrificing performance.

Whether or not the explanation that an XAI system gives would make sense,
however, is not certain. The internal rationale that a black box system uses
may yield high performance results, even though that rationale is not sound
[1]. A good example of this phenomenon is the use of adversarial examples in
image classification, in which an input image is altered ever so slightly using a
perturbation [7]. To the human eye, there is no apparent difference between the
original input image and its altered version, while a machine learning system will
make a completely different classification after the image is altered. This suggests
that the reasoning that the systems employ differs wildly from the reasoning that
humans would use, despite the fact that the system usually makes the correct
decisions. It performs well, but for the wrong reasons. In and of itself, this is
impressive, as the machine learning system is able to extrapolate structures from
the data that we as humans are not able to perceive, and consequently achieve
a high performance. The result, however, is that when an explainable model
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is generated from these systems using XAI techniques, the explanation that
is generated for the user is incorrect as well. Because an unsound explanation
cannot provide the user with the desired information and trust, systems are
needed that can be explained in a way that is aligned with a user’s needs.

The aim of this study is to investigate machine learning techniques in terms
of how well they are able to learn the structure that defines the dataset, rather
than in terms of a general performance accuracy. Artificial datasets are generated
from a set of predetermined conditions on which machine learning systems are
trained. The rationale of the trained systems is compared to the original set of
conditions in order to measure how well the systems are able to extrapolate the
correct conditions from the data. We find that when multiple conditions define
the dataset, the system does not learn each of the individual conditions correctly,
but instead learns a completely different confounding structure that accurately
maps the input to the output. This interaction effect is further investigated.

In real world AI systems, machine learning algorithms that only execute a
task with a high performance do not always suffice; an explanation of their deci-
sion making will be required [4]. This explanation, however, is dependent on the
reasoning of a system; if the reasoning is unsound, the explanation will be un-
sound as well. This study shows that machine learning algorithms do not always
internalize the structure of their training data as we would expect. With regards
to the emerging XAI techniques and the explainable models that they generate,
the unsound rationales of machine learning systems can form a hindrance in
creating an understandable explanation.
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