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Abstract. Recognizing violence in crowded scenes is a major challenge
for automatic video surveillance. Indeed, there is a growing need of in-
telligent surveillance systems to strengthen public safety. In this paper
we propose an effective approach to recognize violence in crowded videos
based on a shallow Convolutional Neural Network (CNN) that is pre-
trained using an unsupervised layer-wise learning strategy. Afterwards,
the pretrained hyper-parameters are fine-tuned to extract intermediate
frame representations, which are subsequently aggregated via NetVLAD
to obtain video representations to recognize violence in footage. Through
experimental evaluation we validated that our proposal yields very com-
petitive outcomes compared to results reported in the state-of-the-art.
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1 Introduction

Automatic video analysis for violence recognition has a broad array of applica-
tions in different domains. Over the years, several methods have been proposed to
recognize violence in videos. However, current methods depend on hand-crafted
techniques that hinder features generalization or data-driven approaches based
on deep models pretrained using non crowded images, which limits their perfor-
mance when dealing with crowded scenes. Our core contribution is a training
strategy to pair supervised learning and unsupervised pretraining of a CNN-
architecture, along with temporal pooling aggregation to attain a synthesized
sequence representation for violence detection in crowded video footage.
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2 Proposed approach

We propose a data-driven approach to extract CNN features with a shallow ar-
chitecture from each frame, which are locally aggregated to encode video-level
discriminative representations that are used by a classifier to recognize violence
in videos. Our framework consists of four components: the Intermediate repre-
sentation, the Spatio-temporal aggregation, the Context Gating and the Recog-
nition. The video sequence is the input to the Intermediate representation which
is employed to capture frame-level descriptors using a CNN. This CNN model
is initially pretrained with an unsupervised representation learning strategy [2]
to discover nuances directly from crowded scenes. Afterwards, we adopt a gen-
eralization of NetVLAD [3] to aggregate the frame-level CNN information while
neglecting redundant features. The Spatio-temporal aggregation yields a synthe-
sized representation of the video footage, whose components are subsequently
recalibrated with the Context Gating. Finally, the sequence representation is fed
into a classifier to recognize would the input video has violent content.

3 Experimental results

To evaluate the performance of our proposal we carried out experimental evalu-
ation on the Violent Flows [1] dataset. The proposed approach, using unsuper-
vised pretrained CNN and NetVLAD, overcomes the results reported in state-
of-the-art studies and achieves an average accuracy score of 95.94%±2.43 in the
challenging dataset.

4 Conclusions

In this paper, we have presented an approach to recognize violent crowded scenes.
Our proposal is based on frame-level CNN features to attain an intermediate
spatial representation followed by an aggregation technique to obtain a repre-
sentation of the footage content. Experimentation on a publicly available dataset
proved that automatic crowded scenes analysis can benefits from data-driven do-
main specific representations while not such deep CNN structures are required
to achieve state-of-the-art performance.
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