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Abstract
A novel cross-domain neural-kernel networks architecture for semi-supervised domain adaption prob-
lem is introduced. The proposed model consists of two stream neural-kernel networks corresponding
to the source and target domains which are enriched with a coupling term. Each stream neural-kernel
networks follows a combination of neural network layer and an explicit feature map constructed
by means of random Fourier features. The introduced coupling term aims at enforcing correlations
among the output of the intermediate layers of the two stream networks as well as encouraging the
two networks to learn shared representation of the data from both source and target domains. Experi-
mental results are given to illustrate the effectiveness of the proposed approaches on real-life datasets.

1 Introduction
Traditional machine learning models assume that the training and test data are drawn from the same dis-
tribution. However, in cases where there are distributional, feature and/or dimension mismatch between
the two domains (training vs. test), one cannot rely on the models learned using data in one domain
to predict the labels of the test data in the other domain. In addition, manual labeling of sufficient
training data is costly. To overcome the burden of annotation, domain adaptation and transfer learning
methods have been proposed in the literature to exploit and transfer knowledge learned from labeled
data available in different but related domains to another. Depending on the availability of the labeled
instances in both domains, three scenarios i.e. unsupervised, supervised and semi-supervised domain
adaptation can be considered [3]. This paper introduces a novel architecture suitable for homogeneous
and heterogeneous domain adaptation problems.

2 Formulation of the method
Consider two training datasets Ds = {x i

s}
ns
i=1 with labels {yi

s}
ns
i=1 and Dt = {x i

t }
nt
i=1 corresponding to

the source and target domains respectively. In semi-supervised domain adaptation, one assumes that
the source domain instances are fully labeled whereas the target domain data consists of both labeled

and unlabeled instances (Dt = {x i
t }

nu
t

i=1 ∪{x i
t }

nl
t

i=1). Furthermore, only a small number of labeled target

domain data are available {yi
t}

nl
t

i=1 where (nl
t � ns) which are representative of the entire target dataset.

Given training data from source and target domains, the weight matrices {W (i)
s }2

i=1 and {W (i)
t }2

i=1, the
bias vectors {b(i)s }2

i=1 and {b(i)t }2
i=1, the source and target stream neural-kernel networks are defined in

[2] as follows:
h(1)s =W (1)

s xs +b(1)s , h(2)s = ϕ̂s(h
(1)
s ), os =W (2)

s h(2)s +b(2)s ,

and
h(1)t =W (1)

t xt +b(1)t , h(2)t = ϕ̂t(h
(1)
t ), ot =W (2)

t h(2)t +b(2)t ,

respectively. ϕ̂s(·) and ϕ̂t(·) denote the explicit feature maps which here are obtained using random
Fourier features and furthermore the dimensions of the feature maps are set to be equal. Let us denote
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all the trainable parameters by Θ =
[
{W (i)

s }2
i=1,{b

(i)
s }2

i=1,{W
(i)

t }2
i=1,{b

(i)
t }2

i=1
]

and seek their optimal
values by minimizing the following optimization problem corresponding to the proposed cross-domain

neural-kernel architecture: J(Θ)= γΩ(Θ)+∑
ns
i=1 Ls(xi

s,y
i
s)+∑

nl
t

i=1 Lt(xi
t ,y

i
t)+µr(h(2)s ,h(2)t ). Here Ls(·, ·)

and Lt(·, ·) are the cross-entropy loss over the source and target instances. The h(2)s and h(2)t are defined as
previously. Ω(Θ) denotes the regularization term over the networks parameters for instance imposing l2
norm on the weights of the networks. The last term in the cost function J(Θ) is a coupling term that aims
at enforcing correlation among the learned score variables of the two stream networks. Here, the Cosine-

distance between the projected source and target domains data, i.e. r(h(2)s ,h(2)t ) = 1
2 (1−

h(2)s
T

h(2)t

‖h(2)s ‖ ‖h(2)t ‖
) is

used as a regularization term that minimizes the cosine distance between projected paired source and
target instances in the intermediate layers of the two stream networks (see Fig. 1). The regularization
parameters γ and µ control the relative importance given to the regularization terms.
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Figure 1: Cross-Domain Neural-Kernel Network architecture introduced in [2].

3 Experimental Results
The applicability of the approach is shown on the Multiple Features Dataset taken from the UCI Machine
Learning repository. It contains ten classes, (0− 9), of handwritten digits with 200 images per class,
thus for a total of 2000 images. These digits are represented in terms of six different types of features
(heterogeneous features) with different dimensionality. We first select at random 70% from both source
and target data in order to construct the training samples i.e. Ds and Dt . All the data points of the source
domain Ds are labeled whereas in the target domain Dt only two instances per class are labeled. The
remaining 30% of the target domain is used as test dataset D test

t . A comparison between the accuracy of
the proposed cross neural kernel network (CNKN) and two other models are tabulated in Table 1.

Table 1: The average test accuracy of the proposed CNKN model with those of HFA and RSP-KCCA models over 10 simulation runs.

RSP-KCCA [3] HFA [1] proposed CNKN [2]
Source fou kar mor pix zer fac kar mor pix zer fac fou mor pix zer

fac 0.80 0.95 0.70 0.96 0.80 0.54 0.68 0.66 0.83 0.60 0.80 0.95 0.70 0.97 0.81
fou 0.92 0.95 0.70 0.88 0.83 0.73 0.68 0.66 0.82 0.59 0.95 0.95 0.71 0.96 0.82
kar 0.93 0.79 0.70 0.94 0.80 0.78 0.55 0.66 0.79 0.51 0.95 0.79 0.71 0.96 0.79
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