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1 Introduction

During the last years, technological developments have increasingly benefited in-
dustry performance. The appearance of new information technologies have given
rise to intelligent factories in what is termed as Industry 4.0 (i4.0) [8, 7]. The
i4.0 revolution involves the combination of intelligent and adaptive systems us-
ing shared knowledge among diverse heterogeneous platforms for computational
decision-making [13, 9]. In this sense, embedding Multi-Agent Systems (MAS) is
a highly promising approach to handle complex and dynamic problems. A typical
example of an industrial opportunity of this kind is scheduling, whose goal is to
achieve resource optimization and minimization of the total execution time [11].
Given the complexity and dynamism of industrial environments, the resolution of
this type of problem may involve the use of very complex solutions, as customer
orders have to be executed on the resources available. In real world scheduling
problems, the environment is subject to constant uncertainty, machines break-
down, orders take longer than expected, and these unexpected events can make
the original schedule fail [15, 6]. Accordingly, the problem of creating a job-shop
scheduling (JSSP)is considered one of the hardest manufacturing problems in
literature [1]. In [3] and [4], the authors suggested and analyzed the application
of reinforcement learning techniques to solve the JSSP. They demonstrated that
interpreting and solving this kind of scenarios as a multi-agent learning prob-
lem is beneficial for obtaining near-optimal solutions and can very well compete
with alternative approaches. Another problem that has been identified in the
scheduling community is the fact that most of the research concentrates on op-
timization problems that are a simplified version of reality. As the author points
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out in [12]: this allows for the use of sophisticated approaches and guarantees
in many cases that optimal solutions are obtained. The exclusion of real-world
restrictions harms the applicability of those methods. What the industry needs
are systems that adjust exactly to the conditions in the production plant.

2 Multi-Agent Reinforcement Learning Tool

The MARL tool proposed in this research allows the user either to keep the best
result obtained by a learning algorithm or to include extra constraints of the
production floor. This first version allows to fix operations to time intervals in
the corresponding resources and afterwards optimize the solution based on the
new constraints added by the user. This is a first approach that helps to close
the gap between literature and practice. It groups several algorithms aimed at
solving scheduling problems in the manufacturing industry. It focuses on the
need of building a more flexible schedule, in order to adjust it to the user’s
requests without violating the restrictions of the JSSP scenario. The approach
used to obtain the original solution that the user can afterwards modify is the
one proposed in [10], it is a generic multi-agent reinforcement learning approach
that can be easily adapted to different scheduling settings, such as the Flexible
Job Shop (FJSSP)[5] or the Parallel Machines Job Shop Scheduling (PMJSSP)
[14]. The algorithm used is the Q-Learning, which works by learning an action-
value function that gives the expected utility of taking a given action in a given
state. There is basically an agent per machine which takes care of allocating the
operations that must be executed by the corresponding resource. Once the user
chooses the scheduling scenario to solve (JSSP, FJSSP or PMJSSP), the tool
proposes an initial solution based on the QL algorithm, and at the same time
it enables a set of options that are the basis of this research. The user has the
possibility to move the operations either using the mouse or the touch screen,
and these movements must be validated once the new positions are decided.

3 Experimental Results and Conclusions

In this work we compare the performance of two alternatives for optimizing
the schedule once the user has fixed some operations, the classical left shifting
and a modified Q-Learning algorithm, which includes the position of the fixed
operations in the learning process. In order to measure the performance of both
alternatives several benchmark problems from the OR-Library [2] were used. For
each instance, the same operations were fixed, and each optimization alternative
had to adjust the schedule in order to minimize the makespan. The Wilcoxon
test applied to the results shows that there are significant differences between the
two alternatives (sig=0.08), the mean ranks confirm that the QL version with
fixed operations is able to obtain better results than the classical optimization
process. This is mainly because the left shifting respects the order in which the
operations were initially placed along the X-axis. The QL algorithm, on the other
hand, keeps the fixed positions and during the process of learning, the order in
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which the operations are scheduled in the resources does not have to be the
same, this allows the approach to obtain better solutions in terms of makespan.
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