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Abstract. Team communication provides a rich source of data about team pro-

cesses that can impact team performance. It can provide information about team 

structure, team roles, connectedness, a team’s cognitive state, and situational sta-

tus. Analyzing team communication can thereby provide deep insight into pro-

cesses underlying team collaboration and coordination. Traditional approaches 

for investigating team processes through dialogue analysis have historically re-

lied upon human annotation, a process that is extraordinarily resource-intensive 

for the team training research community and cannot be utilized for real-time 

team assessment. In this paper, we discuss techniques that we are exploring to 

develop a team communication analysis toolkit that can perform real-time end-

to-end natural language analysis on team members’ spoken dialogue and generate 

team dialogue analytics that drive adaptive scaffolding. We discuss how team 

communication has traditionally been analyzed and describe the basis of our cur-

rent work investigating a deep learning-based natural language processing frame-

work that will support automated tagging of team discourse and predictions of 

team performance.  

Keywords: Team Tutoring, Team Communication Assessment, Natural Lan-
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1 Introduction 

Investigating individuals’ communication during team training and collaborative prob-

lem-solving activities can provide insight into the rich processes underlying team col-

laboration and coordination [1, 2]. For instance, communication data can be used to 

investigate a broad array of problem-solving and teamwork phenomena, including 

(1) team shared understanding (e.g., shared understanding of the task and solution 

goals, idea generation and refinement, connections between ideas and tasks, knowledge 

co-construction) (2) team coordination (e.g., connected talk, turn taking, information 

and resource sharing, participation patterns, idea sharing) and (3) team social regula-

tion (e.g., management of team roles and structure, division of labor).  

Despite the insight that team dialogue and speech data offer for understanding team 

performance, dialogue analysis for team communication has historically been extraor-

dinarily resource-intensive for the team training research community. Human annota-
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tors spend dozens of hours coding segments of team communication from small da-

tasets. Similarly, learners’ natural language communication has not been usable for in-

forming adaptive scaffolding decisions because researchers have historically not had 

access to sufficiently effective natural language processing technologies. Early work 

examining automated assessment of team discourse explored how latent semantic anal-

ysis (LSA) could be used to build linguistic models of team communication content, 

sequence, and structure [3]. While LSA can create semantic representations of lan-

guage, it fails to include other critical streams of communication data such as prosody, 

phraseology, and syntactic structure that could be complementary for team discourse 

research and driving real-time adaptive scaffolding. 

Recent advances in deep learning-based natural language processing (NLP) show 

significant promise for automatically analyzing team communication data and provid-

ing capabilities beyond those associated with semantic analysis and related techniques. 

Deep learning-based NLP can incorporate neural language models with multiple 

streams of linguistic data (e.g., semantics, syntactic structure, phonology, stylistics) and 

multilevel discourse features (e.g., individual team members, current task, environmen-

tal factors) to produce flexible, holistic representations of team processes in real-time. 

However, there are many open questions regarding how we can most effectively lever-

age advances in deep learning-based NLP to analyze team discourse to help researchers 

automatically assess team communication and team performance. 

To begin to address these questions, we are launching a new collaborative effort 

between North Carolina State University and the U.S. Army Futures Command, Com-

bat Capabilities Development Command - Simulation and Training Technology Center 

to investigate the design and development of a deep learning-based NLP framework to 

automatically analyze team communication data, parse it into classification schemes, 

and provide summary statistics of critical team communication features that can be used 

to analyze and identify antecedents of team performance. By analyzing team discourse 

during training episodes, the framework will be able to assess team communication 

content, quality, and information exchange features, and provide insights into team pro-

cesses and cognitive states that could be used to inform team assessment and feedback 

policies in adaptive instructional systems.  

In this paper, we discuss techniques and approaches that our team is exploring to 

develop a team communication analysis toolkit that can perform real-time end-to-end 

natural language analysis on team members’ spoken dialogue and generate team dia-

logue analytics that drive adaptive scaffolding. We begin the paper by discussing how 

team communication has traditionally been analyzed and highlight how early LSA-

based approaches have been used to help automate this process. Then we discuss how 

deep learning-based approaches can provide additional linguistic analysis capabilities 

for analyzing team discourse. The paper concludes with a discussion of the deep learn-

ing-based NLP pipeline we are developing to support the automated tagging of team 

discourse and how we plan to investigate the accuracy of the tool and its ability to 

predict team performance using a corpus of team communication data from a joint mil-

itary training exercise.  



32 

2 Research Context 

Team communication plays a critical role in team performance [4]. A prevalent finding 

in the team literature is that communication is integral to a number of team processes 

and behaviors that lead to effective team performance. Models of teamwork posit that 

communication can enhance team performance by facilitating and improving critical 

team processes such as team coordination and strategy formulation [5]. For instance, 

communication can serve as a primary conduit through which team members share in-

formation, clarify misunderstandings, and provide guidance to other team members. In 

addition, communication can contribute to the development of team emergent states 

such as team cognition, which can foster more effective team performance [6]. Com-

munication is also argued to directly relate to team performance because it distributes 

critical task related information to team members that may impact the nature of team 

interdependence, team responsibilities, and team task demands [7]. Analyzing team 

communication can thereby provide deep insight into effective team processes.  

2.1 Measuring Team Communication 

Team communication can be broken down into a number of elements. Three distinct 

aspects of communication that are often investigated in the team literature are infor-

mation exchange, phraseology, and closed-loop communication [8]. Information ex-

change refers to passing information between members, including passing the right in-

formation to the appropriate person without being asked and providing updates on tasks 

or environment states, which could impact team performance. For instance, high per-

formance teams rapidly identify current and potential problems and develop and share 

appropriate responses to these issues through information exchange [9]. Phraseology 

refers to using consistent terminology, communicating precisely, and passing complete 

information to team members [8, 10]. Closed-loop communication is a communication 

style applied in many complex task domains wherein team members confirm and cross-

check information to ensure information is properly received [11].  

In a recent meta-analysis of team communication and performance, Marlow, 

Lacerenza, Paoletti, Burke and Salas identified two general ways in which these ele-

ments of team communication have been measured by researchers [12]. The first 

method involves asking team members to rate the extent to which information is freely 

and openly shared among team members or to rate the extent to which team members 

share their knowledge using validated rating scales. Alternatively, trained raters can be 

asked to assess the quality of communication behaviors in teams [7] or to use behav-

iorally-anchored rating scales to assess communication behaviors that are tied to spe-

cific scenario events [13]. These rating-based measurement approaches are typically 

used to assess communication quality within teams.  

The second method for examining teamwork communication within empirically 

based studies involves analyzing transcripts of team communication and hand-coding 

team communication based on a pre-established coding scheme. The frequencies at 

which the coded categories emerge from the data can then, in turn, be correlated with 

team performance measures. This frequency-based method has been used in several 
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studies to examine differences in team performance. For instance, Bowers, Jentsch, 

Salas, and Braun examined communication patterns between high and low performing 

flight crews and found that higher performing crews answered uncertainty, planning, 

and fact statements more consistently with acknowledgments or responses than did 

lower performing crews [11]. They also found higher performing teams were more 

likely to follow communications from air traffic control with planning statements com-

pared to lower performing crews and were more likely to follow uncertainty statements 

with acknowledgement statements. Achille, Schulze, and Schmidt-Nielsen found that 

more experienced teams used proper terminology and more acknowledgement and 

identification statements than less experienced teams [14].  

Despite the prevalence of using frequency-based approaches to evaluate team per-

formance, researchers from the team and collaborative learning research communities 

have repeatedly criticized this method because it is extraordinarily resource intensive, 

can be highly subjective, and offers limited insight into the dynamic and evolving na-

ture of team processes and performance [15, 16]. Furthermore, empirical investigations 

of team performance suggest that more communication is not always associated with 

better performance, thus strictly using count or frequency data offers a limited and 

equivocal lens for analyzing team communication [11].  

2.2 Automatically Analyzing Team Communication Content  

In an attempt to move towards automatic analysis of team communication data, several 

researchers have explored using computational methods to identify the semantic con-

tent of team discourse. For example, Foltz and colleagues used LSA to automatically 

categorize the content of team discourse and predict team performance in a number of 

different task domains [17]. LSA is a statistical computational method that decomposes 

documents to a vector representation of their semantic meaning by applying singular 

value decomposition on a matrix of word frequencies by documents. The LSA vector 

representations can then be used to find the similarity of two documents by taking the 

cosine distance of their respective semantic vectors. Early investigations found LSA to 

be generally successful at automatically tagging discourse segments [16] and that the 

outputs of LSA could be used to examine team communication content [17], detecting 

patterns of communication and identifying locations of communication breakdowns 

[18], and analyzing team cognition [19]. Moreover, they found that by applying LSA-

based algorithms, they could analyze and tag an hour of team transcripts in under a 

minute [16], thus highlighting a critical advantage of using statistical-based text ana-

lytic approaches compared to manual coding and tagging of team transcripts.   

The LSA-based approaches used in previous work provide a promising initial foray 

into automated team communication assessment, however, the approach suffers from 

several limitations. LSA is unable to account for a number of linguistic features which 

detrimentally impacts the quality of its semantic representations, such as polysomy, 

word ordering, and syntactic structure. Another limitation of LSA-based approaches is 

that the cosine method does not easily incorporate other linguistic features (phonetics, 

phonology, and stylistics) or hierarchical representations of the discourse (e.g., who is 
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speaking, what task is being performed, environmental factors), and the cosine similar-

ity metric is confounded by the length of the documents being compared [20]. Addi-

tionally, LSA is more sensitive to corpora training [21] and performs less well than 

modern neural language models such as fastText, ELMo, and BERT [22] on a wide 

range of NLP tasks. 

Recent advances in deep learning-based NLP shows significant promise for auto-

matically analyzing team communication data. Deep learning-based NLP techniques 

learn multiple levels of higher-level features from lower-level data through deep neural 

networks. A key advantage of deep learning is its feature extraction capabilities, which 

reduces the need for feature engineering by human experts that is often expensive in 

terms of time and effort. Automatically assessing overall team performance involves 

integrating evaluations of each team member’s performance into a holistic representa-

tion of the team. Traditionally, this has involved a simple average of each team mem-

ber’s performance [23], however, this approach has been criticized for assuming an 

individual’s optimal performance is the same as the team’s optimal performance [24]. 

Deep learning can be used to more flexibly model the inter-relations of different team 

members for assessment of overall team performance.  

3 Team Communication Analysis Pipeline  

In our current work, we are developing a generalized team communication analysis 

pipeline using a deep learning-based NLP framework that can support the analysis of 

team communication data and predict team performance. The pipeline takes raw speech 

communication input from team members, analyzes and converts this data into sets of 

language features, and generates predictions of team performance and team process 

states. The NLP pipeline contains several key components that perform the automated 

speech recognition and dialogue analysis required for real-time analysis of team com-

munication and prediction of team performance. We describe each of these components 

in more depth below (Figure 1).   

 The first key component in the NLP pipeline is automatic speech recognition (ASR), 

which converts team spoken communication into text for the pipeline’s linguistic pro-

cessing. One of the primary challenges of ASR is stationary and non-stationary envi-

ronmental noise, which can corrupt the speech signal and negatively impact the tran-

scribed text. In many complex task environments such as air traffic control, military 

operations, and first responder situations, communication between team members is 

often constrained by task conditions and personnel are trained to use routinized verbal 

interactions and a common vernacular to make communication more effective and ef-

ficiency. Since verbal interactions are somewhat routinized, the difficulties associated 

with generalized ASR are diminished [25].  

Prior work on ASR is grounded in hidden Markov models and Gaussian mixture 

models designed to capture the temporal dynamics of speech and predict textual repre-

sentations by determining fitness between the hidden states and the acoustic inputs [26]. 

More recently, researchers have investigated deep neural networks, the underlying ma-

chine learning technique of deep learning, to support ASR [27]. Common tools that 
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support deep neural network-based ASR include Google’s Cloud Speech-to-Text, IBM 

Watson, and Microsoft Bing Speech as well as Kaldi, an open-source speech recogni-

tion toolkit [28]. These tools provide real-time speech recognition capabilities that will 

automatically translate spoken language into text that can be further analyzed for syn-

tactic and semantic features. Recent analysis shows that these ASR engines offer con-

siderable accuracy [25, 29] and can be fairly robust to environmental noise [30].  

 

 

Fig. 1. NLP pipeline for team dialogue modeling. 

Next, the textual translation of team members’ spoken words are passed through a 

series of syntactic analyses, such as utterance segmentation (breaking into sentences), 

part-of-speech tagging (identifying the part-of-speech of each word such as noun, verb, 

and adjective), text lemmatization (finding the unconjugated form of each word), and 

dependency parsing (identifying the parent-child relationships between words by build-

ing a parse tree of an utterance). This line of syntactic analysis generates a multifaceted, 

structured representation that can be used to understand the natural language commu-

nicated through team conversations.  

Following syntax analysis, the NLP pipeline performs a series of semantic analyses 

to determine the meaning of the spoken language utterances. Semantic analyses will 

include word sense disambiguation (identifying meanings of words), named-entity 

recognition (identifying phrases representing concepts such as places, names, and or-

ganizations), co-reference resolution (linking each pronoun with its associated word 

referring to a sequence of sentences), semantic role labeling (identifying the abstract 

role that arguments of a predicate can take in an event, such as agent, theme, and loca-

tion), and sentiment analysis (recognizing the speaker’s affective state). The semantic 

analyses are then followed by dialogue act classification, which will be used to recog-

nize and classify dialogue acts or common themes inherent in the spoken team commu-

nication data.  
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3.1 Deep Learning Framework 

The NLP pipeline described above will be supported with a deep-learning NLP frame-

work that performs a series of team discourse analysis tasks. To analyze natural lan-

guage team dialogue, we will use long short-term memory networks (LSTMs), a variant 

of recurrent neural networks [31], to guide the semantic role labeling, sentiment analy-

sis, dialogue act classification, and individual performance prediction based on team 

members’ utterances. Recurrent neural networks are specifically designed for modeling 

time-series data and are well suited for analyzing and learning patterns within commu-

nication data [32].  

As the initial effort for team communication dialogue analysis, we plan to induce a 

three-task LSTM-based dialogue model that predicts the sentiment and the dialogue act 

(e.g., response, agreement) for each utterance as well as team-level communication per-

formance. The model will take a series of words that appear in an utterance to predict 

the sentiment and the dialogue act(s) of the utterance. The sentiment will be predicted 

using both distributed representations of words [e.g., 33] and acoustic features (e.g., 

prosodic features including pitch contour and loudness extracted from the speech data) 

[e.g., 34]. For dialogue act classification, we will adopt a targeted subset of the 42 dia-

logue acts presented in Stolcke et al. including statement, opinion, question, answer, 

and summarize, that occur in the dialogue found in our team communication datasets 

[35]. To create the most effective dialogue analysis system, we will identify the dia-

logue acts that play central roles in conversation during team-based missions. For in-

stance, Bowers et al. identified eight communication categories that were prominent in 

analyzing aviation cockpit team communication [11]. 

To predict team-level communication performance, all of the individual LSTM mod-

els will be aggregated into one single architecture. The time-series predictions for the 

individual members’ sentiment, dialogue act, and performance will be used as input to 

make sequential predictions of the team-level performance in a hierarchical architec-

ture. The output layer of the team-level performance classification model will predict 

team-performance labels, which will be presented to researchers as a summative eval-

uation of the team performance informed by individual team members’ models. Both 

the individual and team-level predictive models are end-to-end trainable with a labeled 

speech dataset. 

3.2 Target Data Set 

Working with our partners at the U.S. Army Combat Capabilities Development Com-

mand - Simulation and Training Technology Center, we will investigate the predictive 

accuracy of the pipeline using team communication and performance data from the 

Squad Overmatch project [36]. The Squad Overmatch Project began in 2013 with the 

goal of improving decision-making under stress by integrating realistic combat exer-

cises through a scenario-based training approach. Seventy-one total squad members 

participated in the final evaluation event which included six squads completing virtual 

and live training events. Teamwork behaviors were assessed according to information 
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exchange, communication, supporting behaviors, and taking initiative. Team commu-

nication was assessed according to information completeness, phraseology, and closed-

feedback loop practices. The team communication dataset includes audio and tran-

scribed recordings of team communication from the scenario-based events and expert 

ratings of teamwork and team performance. This rich dataset will allow us to analyze 

team communication dynamics (e.g., dialogue acts and information exchange se-

quences among team members) and predict team performance at both the individual 

and team level.   

One of the goals of the team communication assessment framework is to build gen-

eralizable team communication discourse tagging models which can assess teamwork 

skills, such as communication, cooperation, and coordination, across new teams and 

tasks. Furthermore, by using measures of team performance, such as ratings provided 

by experts and objective team performance scores derived from training or mission re-

hearsal events, the framework aims to learn what features of language are associated 

with different kinds of team performance.  

4 Conclusion 

Teamwork is a complex, dynamic, and multidimensional phenomenon. One of the most 

challenging aspects of conducting team-based research is developing valid, reliable, 

and practical computational models of teamwork skills. Such models must capture the 

dynamic and interdependent sequencing and timing of team members’ actions in order 

to assess underlying team processes. Recent advances in NLP have created the oppor-

tunity to build team communication dialogue models that can perform real-time end-

to-end natural language analysis on team members’ spoken dialogue and generate team 

dialogue analytics that drive adaptive scaffolding. A significant goal of this effort is to 

support the analysis of team states in synthetic-based collective training events in order 

to develop more effective adaptive instructional systems for collective training. Auto-

mating team communication assessment offers immense opportunity for identifying 

bottlenecks and breakdowns in team communication and offering instructive coaching 

and feedback at the individual and team level.  
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