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Abstract.The hype around Artificial Intelligence (AI) is on. The praise for AI to
solve the issues in the society, warnings about AI generating new issues in the
society and many ideas on how AI will transform our world upside down are hot
topics around both the scientific community and media discussions alike. How-
ever, the AI solutions we currently have in use seem to be more or less not worth
the hype. Moreover, the current AI solutions in consumer use seem to be lacking
the intelligence part. This might not be the case for long, but to understand the
possible future scenarios, we must take a look to the current state of affairs. In
this paper a current state of consumer AI is discussed and then related to the
possible future outcomes of AI development and its effects on society.
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1 Introduction

Artificial intelligence is the buzzword for the era and is penetrating our society in levels
unimagined before – or so it seems to be (see e.g. Newman, 2018; Branche, 2019;
Horaczek, 2019). In IT-ethics discourse there is plenty of discussion about the dangers
of AI (see e.g. Gerdes & Øhstrøm 2013, 2015) and the discourse seems to vary from
loss of privacy (see e.g. Belloni et al. 2014) to outright nuclear war (See e.g. Arnold &
Scheutz 2018; or Hawking and Musk on BBC, Cellan-Jones 2014)) in the spirit of the
movie Terminator 2. Yet the current state of AI – what can be seen as a standard user
of an information system – seems to be rather different. The AI seems quite dumb.

The AI can be understood in various ways. To make a simplification, in this paper
is introduced four different kinds of AI in discourse. First of all, there is the computer
game AI, which in fact is a combination of scripts and cheating (i.e. not AI at all) to
make the opponents of computer games more lifelike, to make the sensation that you
are playing against actual intelligent opponents. This of course is not true because the
easiest, cheapest, and thus most profitable way of giving the illusion of a smart enemy
is to give the script the power of knowing something they should not. Hence the idea is
to give the player the illusion, but the actual implementation is much simpler. That is
the art of making a good computer game opponent.
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The second one discussed as an AI quite often is data mining, just gathering a lot of
information from a huge pile of data. Yet this is usually, and mostly done by scripting;
we find patterns, mathematical models and combine tiny bits of data to find similarities,
extrordinarities and peculiarities to be analyzed by humans.

Thirdly, we discuss machine learning, mutating algorithms, neural networks and
other state of the art AI research. This is something we should actually focus on when
discussing AI. These methods make the computer better by every step the computer
makes, every decision the computer makes improves the computer, not the user.

The fourth issue often discussed in the field of AI is the living AI, the thinking AI,
the “Skynet”, the singularity “the moment at which intelligence embedded in silicon
surpasses human intelligence” (Burkhardt, 2011). These AIs, sadly, or luckily, depend-
ing on the narrative, the utopia and the dystopia, are still mere fiction and in technolog-
ical scale in the future we cannot yet even comprehend.

To compare anyone of these four with each other is meaningless, because of the
fundamental technological levels they rely upon.  In this paper the AI discussed is at
the third level, the mutating or learning algorithms and the neural networks, which are
independent in the sense that they mutate, find connections between things, and are
taught, not merely coded to understand the feed and the feedback they are given.

To clarify the term used in this paper, Artificial Intelligence refers to a system which
is a mutating algorithm, a neural network, or similar structure where the computer pro-
gram “learns” from the data and feedback it is given. These technologies are usually
opaque (i.e. black box –design), so even their owners or creators cannot know how or
why the AI ended up with the particular end-result. (See e.g. Covington, Adams, and
Sargin, 2016; Hao, 2019a). As AI has been penetrating the society in many different
levels for years, e.g. banking, insurance, and financial sectors (see e.g. Trippi and Tur-
ban, 1992, Coeckelbergh, 2015a), the end-product AIs, e.g. Apple Siri, YouTube sug-
gestions, Facebook censorship, Google Ads, etc. seem to be lagging behind. In these
cases the AI is pretty predictable – and even stupid.

MIT Technology review (Hao, 2019b) discusses YouTube algorithm with the fol-
lowing topic:  “YouTube is experimenting with ways to make its algorithm even more
addictive”, but yet it can be argued that the addictive nature of YouTube lies in its
content, not in its AI, for the AI seems to be suggesting a lot of videos the user has
already seen and hardly ever suggests something truly novel. Yet, as in the review is
stated, Google is aiming to improve the algorithm to increase the “addictiveness”, or as
they state “trying to do what it can to minimize the amplification of extreme content”.
(Hao, 2019b.) For the sake of services provided by the AI, this could be an improve-
ment. For the sake of the users, there might be ethical dilemmas.

Let us also focus on the improvements: currently, if a person starts doing google
searches for a product, e.g. a new television, that person surely is in need of a new
television and it is obviously beneficial to everybody (even the person themselves) to
market different buying options for the said television. Yet when the person stops
searching for the televisions there should be two options: either the person does not
want a new television anymore or they have already bought one. It should be clear that
the marketing potential for the television is diminished. Further still, the google ads
keep advertising the television, or any other good the person has done searches for, for
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a long time after the searching about the subject has ended and the marketing potential
for the person should be directed to other more potential goals. Similar effects can be
seen in e.g. Google’s YouTube –service where the suggested videos on television re-
views will continue long after these videos have searched or Amazon’s buying sugges-
tions.

Furthermore, it is a common thing to hear people complaining that there is not much
to see in Netflix. Yet, if one compares the start pages of Netflix with each other they
can see no overlap at all, because the AI suggests different movies and series to different
viewers thus making the catalogue of Netflix seem to be rather small. It is obvious that
this is not in the best interests of the company – or the person using the service, as it
puts them in a bubble from which it is hard to exit.

2 Dumb AI

Considering how dumb one of the very best corporate AI’s– namely the YouTube AI –
is there is reason to suspect that we have very little to worry about governmental sur-
veillance AI’s either. To clarify, they just cannot be all that much smarter than the
YouTube AI, which only seems to be able to handle the last four things the user has
been interested in. If the algorithm behind that does not understand to suggest more
suitable hits, and it clearly should (if the user subscribes to several dozen channels,
surely they want to see more than just the latest finds?), how likely is it that any gov-
ernmental AI’s would be able to consider – in mass surveillance – what we really find
important? Similar problems are visible in e.g. Wikipedia’s use of bots, which are sup-
posed to clear misinformation, but also seem to delete good faith inputs from anony-
mous contributors (De Laat 2015a). De Laat also points out that the algorithms used for
this purpose are “opaque”, i.e. the contributors do not know how they make these deci-
sions to delete – or not (see also Robbins 2018).

The same phenomenon is visible in e.g. Facebook and other Google AI’s – they only
suggest things that strengthen the bubble in which the users live; and even make a bub-
ble whether the user wants it or not. If the users do not want to stay in the bubble they
need to break the bubble by “liking” feeds they do not actually like, but find interesting,
and this only aids momentarily until they are re-bubbled in a new similar situation. The
same bubble happens in news feeds they follow. To get a populace divided, even though
all the information in the world is available in the Internet, we hardly see anything
crossing our own views if we only trust the suggestions coming from the sites we fol-
low.

The grandfather of one of the authors already warned about this in the 60s; “follow
all the media you can get your hands to, lest you fall prey to your own prejudices.” This
advice holds even stronger today, with AI’s “helping” us to fall into this very trap. He
read newspapers from the left, from the right, from in-between – and even tried to find
actually independent news. This is getting harder and harder day-by-day. This may be
beneficial to the company running the AI – in a short term – but it also alienates the
“in-betweens” from the service.
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Even with all this evidence, we are worried that the governmental institutions are
capable of understanding our actual political preferences – eventually. We must keep
in mind that the data, even misprocessed nowadays can be reprocessed when the pro-
cessors and the AI’s get better, even keeping in mind that the current estimates are just
that, crude. Although we consider Fleischman’s (see e.g. Fleischman 2017) critiques
towards general purpose AIs very relevant, as he points out even weak, or narrow pur-
pose AIs which do not reach the level of general artificial intelligence can be powerful
– and dangerous – tools for many different purposes.

Also, we need to remember this when we are looking at ads. When we have looked
upon a product for a few times and then stop looking at it, for a normal person it could
mean two things: we either have bought it or we are not interested in it anymore. How-
ever, the AI sees it best to advertise that particular product for months to come.

An excellent example of this is the case of Tay, the learning AI (in this case Learning
Software, LS) put forth by Microsoft in 2016. Within a day it was taught to be racist,
sexist and anti-Semitic. As Wolf et al. remind us, testing LS like this needs to be very
thorough before it is released for use is of utmost importance. (Wolf, Miller &
Grodzinsky 2017.)

3 Smart AI

The possibilities for AI penetration are great. Numerous tasks can be improved with AI
to be more streamlined, understandable, and efficient. In many cases we can safely as-
sume that some form of AI or data mining algorithm runs tasks in many business sec-
tors, but the businesses understandably want to have some trade secrets on how they
run their business. The clear indicator is to follow the money, and e.g. neural networks
have been utilised in finance and investment sector for decades (see e.g. Trippi and
Turban, 1992). Yet the AI can only be as smart as its creators – if we speak of machine
learning and not still sci-fi style AIs. Even now the AI as a machine can do the tasks it
is programmed to do and when done correctly with immense efficiency. Thereby to
understand why AI is stupid there can be found two main explanations:

1. people are stupid
2. the AI does not have to be smart in this occasion

To focus first on the option of people being stupid: the AI does what is required, but
are the people requiring the right things? Do we actually want the AI to continue this
streak of non-service or non-profitability, or do we require more out of it? Can we de-
sign the requirements better to further improve the business model (or other models)
around it?

Secondly, we may accept that the particular AI can be stupid because we do not care.
If the engine works, why fix it? It may not be in the best interests of the AI upkeep to
put money and effort to the development of a product that still makes the money or the
service. This might be the key issue with the aforementioned YouTube AI due to the
lack of competition.
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Through these points we can derive the possibilities of the future. Whereas the cur-
rent state remains unclear due to the secrecy among the AI development itself, we can
safely assume that these issues will be corrected in the long run. That is, when compe-
tition, need for achievement, individual curiosity, or just the basic technological level
advances the issues will be solved. YouTube will eventually make a better suggestion
bot – or some other service will replace YouTube. The time-frame is the issue. But the
AI still requires the commodity of data to develop.

Hence, the data we give now to the AI can be used against us by the next AI, or the
one after it. The importance of the data and the classification of it has been understood
a while ago and therefore that data can be used to derive different and altogether im-
proved AI systems long after the data has been gathered. This makes the current AI
industry dangerous. It is yet unclear at what level the AI can learn from the old data,
but it may be safe to assume that it is comparable to new data.

4 Dangerous AI – smart and dumb?

If the AI is smart and in the hands of psychopaths, the AI can be programmed to search
our innermost feelings, our deepest desires; that what we want most. Whereas a psy-
chopath, who hones their skill to influence us without mercy, without remorse has hu-
man limits, the AI is inhuman. The programming has calculating power gives the AI
possibilities to experiment and gather experience simultaneously with hundreds of
thousands, millions, billions of people, and billions or trillions of use cases. Moreover
when one is using a psychopathic AI, one knows one is using an AI, but one does not
know the means of the AI; the AI will learn. Therefore, the psychopathic AI is an AI
used by a psychopath, and all corporations (currently) are more or less psychopaths, as
they are by law programmed to be so, hence, an AI owned by a corporation is pro-
grammed to serve psychopathic needs by a psychopathic programming to get the best
result out of everyone. The AI cannot – by default – see you to be more than a means,
rather than an end in yourself (Kant 1970/1785). Since this is not a dystopia, this is an
as-is situation; this is what the AIs are doing now, we can see what the AI is doing, and
if we can see what the AI is doing, it is not that impressive, is it?

But if the AI is dumb, what is the matter with false positives? They still are false
positives and interpreted as true results. This may lead to harm for those of us who are
victims of the dumb AI: we might not get private sector services (e.g. bank loans) and
we might be subjected to public sector services (e.g. social security or intelligence ser-
vice surveillance). None the less if the AI makes too many bad calls the work process,
i.e. those using it, around it (hopefully) takes them into account and the data is reviewed
more thoroughly. A smart AI with improved success ratio will be trusted more in the
organization and thus is more dangerous for the victims of false positives.

The more automated this kind of work becomes, the less actual humans are deciding
these questions – and this will come (see e.g. Loi, 2015) – the wider the consequences
of any mistakes made will necessarily be; as Paul R. Ehrlich is claimed to have posited:
“To err is human; to really foul things up requires a computer”.
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Unfortunately, as de Laat (2015b) points out, if humans trust the institutions which
use AI, they may also start to trust the AIs the institution uses – even if there is no basis
for this trust, as the way the AI functions can be “opaque” (as in the case of Wikipedia,
see de Laat, 2015a) or even fully invisible (as is the case of e.g. financial AIs, see e.g.
Coeckelbergh, 2015a). As Coeckelbergh (2015b) hints at, we are in danger of becoming
the “dumb masters” of the AI which we use, rather than being in control of what hap-
pens when the AI is used.

Especially dangerous, both the dumb and the smart AI becomes, when the govern-
ment starts using them, because the government lacks the accountability of the system
(Heimo, 2018, pp. 41–43) and has a wide access to the citizens’ information. When the
inherit problem of AI with opaqueness is added, the openness and transparency of gov-
ernance leads to a situation where the fair, just, and equal treatment of citizens is in
danger. Therefore, to justify the use of AI in governance, especially in critical govern-
mental information systems (see e.g. Heimo, Koskinen, and Kimppa, 2013), a drastic
measures must be taken into accordance before the solutions can be plausible.

Of course we must also be aware of the private sector not to use their AI solutions
against the citizens, but this can be more easily covered with proper legislation where
the GDPR is a good start.

5 Conclusions

Therefore, it seems that the AI systems of today – those that can be seen to the public
– are quite dumb. This of course does not give the whole picture since the effective AI
systems can (and in many cases should) be hidden from the public to hide their whole
potential. Nevertheless, this does not diminish the possibility the AI gives if done
properly. Most of all we must take care of our data protection since the data gathered
about us can be used against us later.

AI has potential. Potential for everything and more than the dystopia creators of the
current era give it credit for. The timeline is the problem. As we are told that AI can do
various things today, what can we see. We can see mutating AIs, neural networks and
the faceless corporations behind them trying to get our money, trying to get advertising
money from us, trying to make us simultaneously customers, producers, informants and
more (for an opposite view, see e.g. EN, I, 1258a8-14). Yet as we see we are doing
other things than just giving our time, effort and money to these corporations. They do
give us a valuable service and we pay back with our time and money to them, but we
still do not seem to be that affected by their AIs. They do not seem to take control of
our daily lives with their advertised, even more addictive services. We must give them
the credit for the services they provide, but the services given the amount of possibilities
and content they deliver could be manifold. What Netflix, YouTube, Twitter, Facebook
could offer would be out of the bubble could be out of the bubble they tie one in to the
multitude of content they have to offer – and they seriously do have more content than
is available in the bubble. The dumb AI keeps the users in the videos the user has al-
ready seen, in the music the user has already listened, in the publishers the user has
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already read, and in the opinions the user already agrees with. To keep the content in-
teresting the AIs should be tweaked more to find development

In the face of AI hype we often forget that the promises of AI are just that, promises.
We may see them as strengths, weaknesses, opportunities or threats, but at the end of
this day, as we can see from the current state of the AI we use, they are just promises.
If we want to understand what is possible with these kinds of systems we can just follow
the money. In addition, the money is in entertainment, the money is in keeping use
entertained, keeping us using the system. With the budgets, revenues, incomes at the
level of Google, Apple, Facebook, Netflix, Twitter etc. competing for our attention,
they should do better. They are good, but they are not that good. We can see through
the mistakes their AIs make and thereby they are dumb. A truly smart AI is like a good
butler, there, but you cannot see it; serving all the needs you have, and you will miss
that good butler only when they are gone. Our attention is someone elses money, and
if a system loses our attention, the system’s creator starts losing money, or at least stops
earning it. Therefore we should not worry, the AI is dumb, and our attention can be
directed elsewhere, fortunately, so do not worry, the AI is dumb – for now.
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