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Abstract Artificial Intelligence (AI) technologies are expected to have nu-
merous and diverse social implications that cut deep into our society. Due to AI’s
specific nature as emergent and constantly evolving generic technology, we need
new approaches, methodologies, and processes to govern and steer the utilization
of AI technologies both in the public and private sectors. This is both a multi-
level and multi-dimensional governance challenge. First, there has to be a shared
and coordinated understanding across various social and administrational sectors
on how AI is implemented and regulated. Second, good coordination between
different levels of governance is crucial. Third, there is a challenge to find a bal-
ance between soft and hard governance mechanisms in varying implementation
and organizational contexts. This paper presents an overview of a new Strategic
Research Council funded project project entitled “Ethical AI for the Governance
of the Society” (ETAIROS). The project focuses on studying and co-developing
together with stakeholders practical governance approaches, as well as design
and technology solutions that help public, private and civil society actors enhance
the ethical sustainability of operations in the use of AI. To achieve its ambitious
goals, this interdisciplinary endeavour integrates expertise in foresight, ethics,
design, machine learning and governance.
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1  Introduction

Artificial Intelligence (AI) technologies are expected to have numerous and diverse
implications that cut deep into our society. Various definitions of AI exist and what
they have in common is that they usually refer to the increasing capability of machines
to perform tasks, which have been conducted traditionally by people. As humans, we
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have certain limitations, and AI developers have often focused there, with the presump-
tion that AI is capable to overcome some of these physical, cognitive or other limita-
tions, and to expand the human potential to new horizons. Still, AI technologies and
application areas are emerging and there is uncertainty related to many aspects of their
design and implementation.

Due to AI’s specific nature as constantly evolving generic technologies, we need
careful calibration of the existing approaches, methodologies, processes and guiding
principles, or development of completely novel ways to govern and steer the utilization
of AI technologies both in the public and private sectors. Essentially, this is a multi-
level governance challenge. First, there has to be a shared and coordinated understand-
ing across various social and administrational sectors on how AI is implemented and
regulated, and, second, coordination between different levels of governance is also nec-
essary. Third, there is a challenge to find an optimal balance between soft and hard
governance mechanisms in varying implementation and organizational contexts.

This paper presents an overview of a new project entitled “Ethical AI for the Gov-
ernance of the Society” (ETAIROS). The project integrates expertise in foresight, eth-
ics, design, machine learning and governance to study and co-develop together with
stakeholders practical governance processes and frameworks as well as design and
technology solutions that help public, private and civil society actors enhance the ethi-
cal sustainability of their operations in the use of AI. The project is implemented by the
joint effort of six organizations: Tampere University, VTT Technical Research Centre
of Finland Ltd., University of Helsinki, University of Jyväskylä, University of Turku
and 4Front. In ETAIROS, we study and co-develop together with stakeholders practical
governance processes and frameworks as well as design and technology solutions that
help public, private and civil society actors enhance the ethical sustainability of their
operations in the use of AI.

The project activities are guided by four scientific objectives: 1) to develop a theo-
retically and empirically grounded approach for steering the development and use of
AI and its societal impacts; 2) to produce a body of novel knowledge on context specific
challenges, opportunities and barriers to ethical and responsible use of AI; 3) to deliver
tested design and machine learning processes for ethical AI; and 4) to yield empirically
justified governance approaches and practices for the use of AI. These contributions
are expected to frame the keys to socially sustainable strategic planning, policy and
regulation of AI.

2 Background: Current transformation in society and
business

AI technologies are revolutionizing our world. AI entities are “digital computers or
computer-controlled robots that perform tasks commonly associated with intelligent
beings”, combining diverse abilities to learn, reason, solve problems, perceive and use
language (Copeland 2018). AI technologies vary by the scope and depth of “thinking”
they undertake. We already use narrow AI technologies, algorithmic expert systems,
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big data, and deep learning in health care, banks, insurance companies, public policy
and governance, factory production, security and law enforcement, as well as autono-
mous vehicles, not to mention social media apps (Grace et al. 2018; O’Neil 2016;
OECD 2018). Artificial General Intelligence (AGI) systems that “possess a degree of
self-understanding and autonomous self-control” (Goertzel & Pennachin 2007,
Saariluoma 2015) are still beyond the horizon.

Even if some of the buzz around AI were hyped, AI has a staggering economic po-
tential (Brynjolfsson & Mcafee 2014, 2017). Forecasts indicate that AI revenues will
surge in the coming years. For instance, Tractica research has estimated that the income
from AI applications will shift from $643.7 million in 2016 to $36.8 billion by 2025
(Faggella 2018). A recent global survey of business executives reported that some 72%
of respondents expected AI to have a significant impact on businesses in the next five
years (Ransbotham et al. 2017). Globally, there is a competition who will become the
world leader in AI. China, for example, set goals to become one by 2030 (Forbes, 2019).
In Europe, spending for AI-based technologies in 2019 has increased 49% over the
2018 figure to reach USD5.2 billion (IDC, 2019). For example, large corporations such
as Microsoft just announced their “AI for Good” programme, which aims at “providing
technology, resources and expertise to empower those working to solve humanitarian
issues and create a more sustainable and accessible world.” (Microsoft webpage). This
initiative is planned to be run from the UK and it aims at integrating technology, exper-
tise in artificial intelligence and data science with expertise in environmental science,
disability needs and humanitarian assistance.

Governments have clearly recognized the AI potential yet some are more vocal as
forerunners than others. Nearly all developed nations have AI strategies and compete
with each other to support AI development and deployment (Dutton 2018). In 2018 EU
set up an AI expert group to prepare a union-wide AI strategy. Simultaneous to its eco-
nomic promise, AI is likely to have a transformative social and cultural impact. The
technologies appear capable of disrupting existing social power structures, industries,
even our life as a species (Bostrom, 2014). As a result, recent surveys and studies have
tried to gauge the effects AI could have on a wide variety of contexts ranging from
politics (Helbing et al, 2017), war (Cummings, 2017) to wealth distribution and em-
ployment (e.g. Korinek & Stiglitz 2017, Avent 2016).

United Nations (UN) join forces to ensure AI for Good: in 2019 the UN published a
report “UN Activities on Artificial Intelligence”, which outlines how AI is being used
to fight hunger, ensure food security, mitigate climate change, advance health, and fa-
cilitate the transition to smart sustainable cities. It also offers insights into the chal-
lenges associated with AI, addressing ethical and human right implications, and so in-
vites all stakeholders, including government, industry, academia and civil society, to
consider how best to work together to ensure AI serves as a positive force for humanity
and the environment.
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3 Challenges and opportunities

Nowadays, AI is surrounded by intense hype. Leikas (2019) reminded that we need to
look beyond the hype because real-life examples and in-depth discussions on ethical
issues and potential impacts are still insufficient. It is unclear what we are even talking
about when we refer to ethics of AI. The problem is, as noted by Leikas (2019) that we
easily fall into looking for ethical dilemmas related to AI, while we should be asking
how these emerging technologies should be designed and used for good and improving
the quality of life. So, when it is asked “whom an autonomous car should be allowed to
run over”, it is simply a wrong question. The important questions to ask are those which
focus on ensuring peace, safety and security of citizens, trust in society, equal availa-
bility of services, possibility to be heard, and justifying technology decisions from the
perspectives of human dignity, welfare and sustainability.

Society can - and should - adopt AI in a way that maintains or improves the quality
of life of citizens. Currently, many expectations are pinned upon AI in different fields
of everyday life, yet at the same time, there are a number of ethical questions associated
with it. Many of them concern the design of interactions between human and non-hu-
man actors that foster trust. These include e.g., the human-machine co-working, the
ownership of the used data, and distortions in the data, as well as privacy-preserving
and resilient AI. For example, collecting a wealth of personal data for health mainte-
nance when at the same time facing an increase in radical openness give both citizens
and decision makers causes of concern. Alike, the promises of AI in work life in terms
of autonomous systems as work mates, as well as illustrations of future smart cities with
autonomous maintenance and transportation exercise many citizens’ minds.

The design and use of AI are inevitably socially and culturally embedded (Kitchin
2017, 18). Research has shown that machine-learning methodologies often give rise to
social biases, which derive from the programming choices and data used to train the
systems. Such biases may relate e.g. to individuals’ gender and ethnic background, and
affect their equality of opportunity (Weber 2018). Due to system complexity, it is ex-
tremely difficult to identify such biases and develop “debiasing” algorithms (Brynjolfs-
son & Mcafee 2017).

Challenges have been identified in AI use as well. Algorithmic technologies have
been utilized to destabilize democratic processes (Cadwallar & Graham-Harrison 2018)
and for purposes of control, which may give rise to societies where panoptic surveil-
lance (Müller 2016) and pervasive scoring (Citron & Pasquale 2014) affect all aspects
of our lives. There are even worse dystopias of the end of humanity caused by “singu-
larity” or the devastating consequences criminal use of AI may have (Naudé & Nicola
2018). We seem to be on the cusp of a “new era of widespread algorithmic governance,
wherein algorithms will play an ever-increasing role in the exercise of power” (Kitchin
2017, 15). This challenge may be boosted by the fact that machine thinking is not and
will unlikely be an imitation or extension of human reasoning (Lake 2017).

Many organizations and public actors, such as governments, have been developing
and publishing guidelines for ethical development and use of AI. These initiatives have
been triggered by the need to address the potential harms - deliberate or unintentional -
AI systems can cause at every stage of their lifecycle harms to individuals, society or
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the environment. Perhaps we need to rethink our concept of “lifecycle” and even what
it means to be a human in the future. The main challenges associated with the AI sys-
tems have generally been described as related to misuse, design that is not thoroughly
considered, and unintended negative consequences.

AI holds a lot of opportunities to accelerate innovation and international industry
and governmental cooperation in order to tackle key societal challenges of our time.
From that perspective, AI can be seen as an important emerging tool to catalyze positive
social impact. Decisions taken today and technological solutions designed nowadays
may affect current societies and the environment, and also significantly influence the
future generations. To benefit from potential opportunities, we need futures thinking
and brave action to place humans in the center. Ethics is needed to provide vocabulary
and approach for the AI systems developers, implementers, and stakeholders to equip
them with values, principles, and practical techniques to mitigate potential current and
long term harms associated with AI applications.

4 Moving towards new horizons in developing ethical AI
and societal governance

The expected societal impacts of AI concern the public, private and third-sector actors’
ethical self-regulation and steering of the society. ETAIROS will advance knowledge
on relevant use contexts and specific challenges and opportunities of AI, develop ethi-
cal design and assessment frameworks and tools (Leikas et al., 2019), and elaborate
general governance principles and practices. For public authorities and private sector,
the project produces suggestions and practices for the use, design and governance of AI
from the perspective of sustainable, transparent, and inclusive societal development.
From the perspective of citizens and civil society, the project increases transparency of
the use of AI, general understanding of ethically acceptable AI systems and possibilities
for informed public debate and influence.

AI is affecting everyone, and AI applications and autonomous systems are facing
huge business expectations and hopes as means to make citizens and societies flourish.
To succeed in this, common action and discussion is needed, not only between research
and industry but also between citizens, decision makers and companies to domesticate
AI in a trustworthy manner in the everyday life of citizens and organisations. To ensure
societal impact, ETAIROS will collaborate productively across all sectors by actively
engaging all relevant key actors (public authorities, experts, citizens, private sector) to
a transparent and well-informed co-innovation process of new practical governance
frameworks and tools including regulation suggestions. Concrete use cases are exam-
ined to support the formation of shared understanding of the challenges and solutions.

Research in ETAIROS will be executed in two phases: during Phase I (2019-2022)
we will study ethical AI development and use, its governance challenges, and develop
and pilot frameworks and practical instruments for ethical AI design, use and govern-
ance in collaboration with the stakeholders. During Phase II (2022-2025), the frame-
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works and practical tools will be refined and finalized on the basis of further experi-
ments, and scaled up to a wider use by public authorities, companies and the third sec-
tor.

Interaction activities in ETAIROS aim at co-creating design models and stimulating
concrete action for ethical adoption and utilization of AI. ETAIROS brings together
researchers, public agencies, policy makers, industry, business community, and civil
society actors in a co-creative research and innovation process. The core tools to
achieve this goal are the Co-Innovation Forum (CIF) and the Open Dialogue Forum
(ODF). The CIF is a forum where practical use case areas of AI are elaborated and co-
created together with co-innovation partners. The ODF is open for all relevant actors,
including civil society, and supports the ideas of open innovation and open science.

In summary, ETAIROS project is expected to provide novel insights by combining
AI design challenges and societal concerns into a single empirical study; anticipating
systematically societal impacts of AI development by using established participatory
foresight methods; incorporating governance aspects to the inquiry to provide policy
and business relevant suggestions and practical solutions; co-innovating societally ac-
ceptable and desirable solutions by integrating stakeholders and citizens, and develop-
ing tools for screening and enhancing ethical aspects in applications utilizing AI.
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