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Abstract: The article is devoted to the analysis of transport data in 
the Moscow region, which was used in the design of new urban rail 
lines. Mobility (smart mobility) is one of the main characteristics of 
a smart city. Understanding how residents in a city actually move is 
necessary for the reliable provision of transport services, the 
construction of new transport lines, etc. Understanding patterns of 
displacement allows you to identify anomalies in urban 
displacements, which are evidence of some changes in the urban 
environment. The basis for the analysis is the data of mobile 
operators and information on the use of travel documents. 
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1  Introduction 
The paper considers the analysis of data on the movement of passengers in the Moscow metro. The basis for the analysis is 
the information collected from the data of mobile operators - the starting and ending stations of individual trips. Such data 
(the so-called correspondence matrix) exists in certain time sections and, theoretically, describes all the characteristics of 
the passenger load of the metro lines. Currently, they are used, for the most part, to calculate simple statistics. For example, 
such data is used mostly for getting the total number of passengers passing through the station. Naturally, at the same time, 
all the space-temporal information that characterizes the trip is lost (it is simply not used). And these are very important 
characteristics. The transport system in Moscow is constantly evolving. This, in particular, is expressed in the fact that the 
metro (as the main mode of transport) is integrated with other modes of transport (for example, the urban railway). There is 
a redistribution of traffic flows and passenger traffic. Another reason for the change in passenger traffic is high-rise 
housing. All this makes it necessary to understand how the passenger traffic in the subway is organized, how they are 
distributed over time, what can happen if the flow increases, is there any reserve for bandwidth and so on. A simple 
empirical assessment of the fact that usually, a certain number of passengers use this transport per day or per month 
becomes insufficient. This article is an attempt to describe data analysis models that may be applicable for more meaningful 
analysis of such data. First of all, the main goal is to describe the temporal characteristics of the movement of passengers. 

The scheme of use of the Moscow metro involves the payment of fare at the entrance to the station. In terms of social 
networks, this is the so-called check-in [1]. There are no marks on exit. If payment cards are used for payment (smart cards 
in English-language literature), then, knowing the card number (address), you can try to restore the route. All ideas for trips 
recovery are based on the sequential use of the card. If some card, for example, was used to pay at station A, and then at 
station B, then we can assume that there is a route from station A to some transfer point closest to B, making a transfer and 
continuing the route from station B. If there is interruption in the use of a payment card, it can be assumed that there were 
two routes: from station A to the station that is closest to B (closest to the next use), and then - from station B to the final 
destination. Depending on the time of day, it can be assumed that the gap in usage is linked with work / study (in case of 
daytime) or stay at home (evening and night time). Thus, we can detect the place of work and residence [2]. 

A station in these examples could be also presented by any point of payment in the transport. E.g. a payment terminal in 
some bus is also a “station” for this algorithm. 
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This approach to the restoration of routes in the cities devoted a lot of work [3]. It is quite a working tool, its 
applicability depends, naturally, on the level of penetration of fare collection tools, which allow collecting statistics [4]. The 
result of this analysis is a matrix that describes the number of people moving from point A (or a district of a city) to another 
point B (another area of a city). In the English literature, this is called the origin-destination matrix (OD matrix). In the 
Russian papers, this is usually called the correspondence matrix. In particular, our own work [2] is dedicated to OD 
matrices. 

 
Let us consider the transport network as a planar graph: 
 
G = (V, E), where V is the set of vertices, E is the set of edges of the network 
 
A certain transport hub (station) may be associated with each vertex as a place of departure (source) or arrival (drain) of 

passengers. Let us consider: 
 
O V, D  V – are sets of vertices of the graph, which can be called, respectively, sources and drains of the network.  
 
Then the correspondence matrix in general is: 
   

  
 
 
It determines the distribution of passenger traffic in the network and can be characterized, for example, by the number of 
passengers who have moved from area i to area j per unit of time t. The correspondence matrix is considered as an 
enlarged transport model describing some topology of the city’s transport network or agglomeration. This matrix serves as 
the basis for building a detailed distribution model for traffic flows. 

A similar scheme will work for the Moscow metro, given the prevalence of Troika payment cards. However, for 
Moscow (the Moscow metro), we can use another approach. 

The support of mobile communications in the Moscow metro means that a telecom operator can collect data about its 
subscribers in the same way as it is done in other modern digital urban projects. The events that the operator registers 
include, naturally, the events of the change of base stations. Knowing their location, you can translate this information into 
using metro lines. Thus, mobile operators without access to payment card data can determine the entry point to the subway 
and exit point. Accordingly, assuming that the passenger chooses the shortest route, you can generate data about the trip 
(from where and where). 

To preserve privacy, operators not only remove data on mobile devices from this information but also produce a 
temporary grouping of data. As a result, for a certain given time interval, we get the total number of passengers who 
traveled from station A to station B. There is no way to separate individual trips from this information. As a result, for a 
specific time slice, we have a square matrix in which the columns and rows denote stations, and the values indicate the 
number of passengers moving from one station to another.  Such calculations are repeated with a given frequency (for 
example, 15 or 60 minutes). The result is a time-dependent sequence of OD-matrices (correspondence matrices) 

At the present time, these data (in Moscow area) are used either to verify financial reports (for example, the total number 
of passengers passing through specific stations), or as baseline data in traffic flow modeling problems (as passengers 
entering the station get to it). It seems that with this approach the spatial and temporal aspects of traffic (metro usage) 
disappear. This article attempts to present a flow analysis model (mobility patterns discovery) that takes into account spatio-
temporal aspects of traffic. 

Most of the available literature (research) is focused on building the OD matrix [5, 6]. In our case, as was shown above, 
the matrix is already there, and the task is in its analysis. 

The remainder of the article is structured as follows. In Section 2, we discuss metrics and approaches to classifying the 
use of stations. In section 3, we stop at the traffic analysis.  

2  On metrics for classifying the use of metro stations 
The idea is to convert the source data into a set of metrics that would allow comparing stations usage with each other. 
Metrics can be static and dynamic. For example, average path length, clustering coefficients, robustness, efficiency, 
passenger flow, etc. [7, 8]. To select the metrics we used the results of our previous work [9]. 

In particular, the use of the notion of centricity was proposed to evaluate the transport system. An example of such an 
analysis is in [10]. Initially, the concept of centricity was first introduced in [11] to measure the importance of a node in 
large social networks that were not fully connected. Another example of the use of this concept for the analysis of traffic 
flows is the work [12]. The idea is that the structural properties of the network determine the flow through the network. 

The centricity for a node v (it is a station, in our case) from graph V is defined as: 
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               (1) 
 
where σ (s−> t / v) is the number of shortest paths from station s to station t passing through v, and σ (s−> t) is the total 
number of shortest paths from s to t. 
It could be normalized by dividing by the total sum of centricity for all stations so that the distribution of values can then be 
easily compared against the distribution of throughput. 
 

                  (2) 
 

And according to the study, the traffic passing through the station correlates with its centricity. The more shortest paths 
through the station exist, the more through it drives passengers. This makes it possible to predict the volumes of passengers, 
since the characteristics of the nodes can be calculated statically (based only on the network topology). 

This concept has a completely intuitive and clear interpretation. It is clear, for example, that the central transfer hub is 
more important for travel than the end station of some radius. Our centric calculations confirm this. To calculate the 
duration of trips, Yandex.Metro data on travel time between stations was used. 

Here an important practical moment arises. In addition to the expansion of the metro itself, it is expanding due to the 
appearance of connections (transfers) with the urban railways (Moscow central ring, Moscow diameters – Fig. 1). 
Accordingly, new transfer hubs and new short routes appear, which will include metro stations and city railway stations. 
 

 
 

Fig.1. Urban railways [9] 
 

This is a very important point. The commissioning of new transport routes is always associated with an assessment of the 
traffic flow for them. Urban railways, firstly, will attract new users from suburban areas, and secondly, they will cause the 
redistribution of metro traffic flows. So this redistribution and can be assessed by changes in the centrality of stations. 
Accordingly, it is possible to calculate the change in traffic after entering transfers. If we normalize the data of centricity, 
then we can estimate the weight of the “unit” of centricity in passengers. After that, knowing the changes in centricity, we 
will be able to estimate changes in traffic. 

Using the same data on the duration of trips, it is possible to construct the distribution of trips by duration. This is 
illustrated for the two lines in the Fig. 2. 
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Fig. 2. Duration of trips probability 
 

Here we can note the following. Our calculations show that the duration of trips (distribution of probabilities) differ not 
only in the whole metro lines but also in the initial stations. For different initial stations, the duration of the trips is different. 
We concluded that the estimate of the duration of trips depending on the starting station is more correct than the same 
estimate for the entire metro line. One of the hypotheses - longer trips are typical for stations where there is a transfer from 
railway lines. Passengers are transferred to the metro system at the earliest opportunity and, accordingly, they travel more 
by metro. 

Also, different lengths of trips are recorded for weekdays and weekends. Here another feature is revealed. In general, 
passenger traffic is fairly stable along the lines of the metro during weekdays and falls on weekends. Moreover, this fall is 
absolutely not uniform. On some lines, the flow during the weekend falls less. The explanatory hypothesis is the location on 
these lines of points of attraction, characteristic for weekends (recreation areas) (Fig. 3). This shows the drop in traffic on 
weekends as a whole on the metro line. Also, an open issue for further research is the drop in traffic on weekends for 
individual stations. At least, as will be indicated below, there are stations where traffic is kept during the weekends at about 
the same level as at work days. 

To analyze the stability of flows, we used known approaches to the analysis of the similarity of time series [13]. Given 
two time series T1 and T2, a similarity function calculates the distance between the two time series. In our case, we will 
refer to distance measures that compare the i−th point of one time series (T1) to the i−th point of another (T2). The typical 
example is Euclidean distance. There are other methods for the distance measures [14] but the key moment in our case is 
the equal length for time series. Most other methods were invented just to compensate for the difference in the sizes of the 
time series being compared. For example, we could mention here Dynamic time warping (DTW). DTW is one of the often 
used algorithms for measuring the similarity between two temporal sequences, which may vary in speed.  
 

 
 

Fig. 3. Traffic for metro lines by days of the week 
 

Also, it is seen that it can be used in a partial shape matching application. In our case, the speed is always the same and 
sequences always have an equal size. Most measures (metrics) are dealing with individual data points composing the 
compared time series. There is a so-called derivative DTW, which is based on approximated local derivatives instead of 
data points. It is interesting because derivatives based approaches should be more suitable for dealing with outlines [16]. 
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In our work, we have successfully used a shape-based similarity measure - Angular Metric for Shape Similarity (AMSS) 
[15]. This approach treats a time series as a vector sequence and focus on the shape of the data and compares data shapes by 
employing a variant of cosine similarity. It is illustrated in Fig. 4. 
 

 
Fig. 4. Angular Metric for Shape Similarity [15] 

 
As it is mentioned in our previous paper [16], where the detailed discussion on time series similarity is provided, the 

cosine similarity metrics minimize the influence of outliers in similarity computation. And of course, outlines present a big 
issue for transport data. 
As the next step, we investigate the patterns of the inflow and outflow at each station with the average counts in each 
timeslot. In this connection, we also followed to the ideas, presented in the paper [16].  
We have found that all stations could be split into several groups according to their flow patterns. E.g.: 
 
1) The stations where the inflow shows one peak during the morning hours and the outflow shows one peak during the 

evening hours ( time of the day and amount of passengers -Fig. 5). The explanation is obvious. These stations are 
located in the residential areas (sleeping areas in local language). Most of the travelers are commuters in these areas. 
Usually, they depart from home to work in the morning and return back to home in the evening.  

 

 
 

Fig. 5. Home – work commute 
 
Usually, for such stations, there is a significant drop in traffic on weekends. Also, apparently, the previously noted sign of 
the width of the morning peak works. A wide (longer in time) morning peak is in favor of some kind of external 
“transportation” of passengers. For example, residents of the area are transplanted here by metro. Buses and electric trains, 
on which passengers arrive, are naturally stretched in time, the morning rush hour extends from here to time. 
2) Stations where morning and evening peaks are observed at the entrance and exit. The explanation is also obvious - 

these stations are located in areas that are both working and residential. In the morning someone leaves for work but 
others arrive at the same time. 

3) Stations where the morning peak at the exit is shifted in time (later than the peak at the time of arrival at work). A 
possible explanation is some commercial centers. Buyers arrive later. 
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4) The absence of pronounced peaks at the entrance and exit. As a rule, for such stations, this pattern is saved and the 
weekend. 

In this paper, we used also the results obtained in [25]. In Fig. 6 we show the intensity of the flow of passengers to each 
station during each hour of the day (for clarity, the values for the whole month were summed up):  

 

 
Fig. 6. The intensity of the flow of passengers to different metro stations 

 
It is clearly seen that the largest load on the transport system is in the so-called rush hours. At the same time, the values of 
these very peaks at different stations are very different. Stations can be divided into three broad categories (see Fig. 7). The 
first station will be assigned to the station with a strongly prevailing morning peak, the second - with the evening one, and 
the third - those whose peaks are approximately the same. Such a breakdown clearly shows the reason for the difference in 
dynamics, namely, the specifics of each separate part of the city:  
 

 
Fig. 7. On stations splitting by peak ratio [25] 

 
it is clear that in the “sleeping” (dormitory) areas the morning peak, when people go to work or study will be more; and 

in those parts where there are business centers, educational institutions, enterprises the evening peak will prevail. 
If, in accordance with this division, the metro scheme is divided into three colors (Fig. 8), then it becomes clear why 

these categories of stations are distinguished: the morning peak prevails in sleeping areas, and the evening one where 
business centers, educational institutions, etc. are located. d. Thus, the blue color, for example, is a description of the 
boundaries of the working area of the city. The prevailing flow here (the pattern of use of stations) is as follows: passengers 
exit the station more in the morning (go to work), and enter more in the evening (go home). The housing zone (red color) 
and the mixed type zone (green) are similarly distinguished. However, zoning, of course, depends on the coefficient for 
splitting in Fig. 7. In this case, the peak is considered to be predominant if the passenger traffic on it exceeds the passenger 
traffic at another peak by more than 1.5 times. 
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These studies have confirmed the practical importance of the classification of transport facilities according to the ratio 
of input and output flow during peak hours and during the day. According to similar ideas, we classified railway stations in 
the Moscow region [16]. The advantages of this approach are obvious: 

- we solve fairly well-known clustering problems. There are many effective algorithms here 

- there is a clear algorithm for the formation of features for clustering 

- interpretation of the results obtained is completely transparent. The results are easily explained and verifiable 

- the groups obtained as a result of clustering are the directly used data (conclusions) for urbanists. 

The resulting classifications can be used as basic metrics to track changes in the zoning of a city. For example, our 
studies show very high flow stability (Fig. 3), naturally, with the available seasonal factor. Changes in the classification will 
indicate changes in traffic flows (act as a signal of such changes), and, accordingly, are a signal to search for explanatory 
factors from the point of view of urban policy, transport systems, etc.  

 
Fig. 8. Moscow’s zones by peak size [25]. 

 

3  On traffic analysis 
The relationship between every two origin-destination pairs in a complex network, especially the correlation among 
spatially neighboring OD-pairs, has always been a research interest [17]. There is a possibility that related OD flows could 
be used as potential features to improve the prediction. One interesting idea is to investigate the correlation of the input 
traffic at the end station and the exits at subsequent stations for the nearest possible change of lines. Our initial results show, 
for example, that for some lines there is no dependence between the inputs at the end station and the outputs at subsequent 
stations until a possible change. This means that for most passengers the endpoints of their routes are already behind the 
change points along this line. For example, so look trips on the north of Moscow. 

Analysis of the literature on the study of traffic shows two main tasks. They are flow prediction and OD forecasting [18].  
In the flow prediction tasks, we estimate passenger counts at selected stations regardless of where they come from or where 
their target points.  In our research, we study two papers suggested neural networks for short-term forecasting [19, 20]. 
Unfortunately, our attempts to reproduce the presented results were unsuccessful. The accuracy of the forecasts was very 
low. 
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OD Matrix Forecasting predicts trip counts between the different stations. Here it is necessary to mention the various 
approaches associated with the analysis of time series. E.g., Kalman filters [21] and ARIMA (an autoregressive integrated 
moving average) model [22]. 

In the paper [23], the authors compare the different neural network architectures (the multilayer perceptron, bidirectional 
recurrent neural networks) for the task of destination prediction. In the paper [24], the authors used Recurrent Neural 
Networks (RNN) for OD prediction.  In the paper [18], authors conclude that while RNNs are powerful tools capable of 
representing context, they are reported to show theoretical and experimental limitations for long-term dependencies. In our 
case, this is a deep (time long) dependence of current traffic on previous results, where the temporal contingency between 
predictors and outputs span over extended periods). By this reason, the authors suggested Long Short-Term Memory 
(LSTM) networks, which are free from this restriction.   

In our research, we followed the model proposed in [17]. It uses a set of sequential flow measurements as independent 
variables for predicting data for the next time slot (Fig. 9). 

 
Sequential flows have a simple explanation here. Since the neighboring stations, obviously, more often belong to the 

same area of the city with its passenger traffic dynamics, it can be assumed that the data at the neighboring stations may be 
an informative feature for traffic forecast. 

The main idea in forecasting is that if at one station a surge of passenger activity begins (for example, the outflow of 
workers of a certain company in the evening or 'stuffing' of passengers of adjacent transport systems to extreme metro 
stations in the morning), then at neighboring stations, probably activity will also increase. To test this hypothesis, 
correspondence correlations were considered between the two stations at Moscow’s Nord, as well as all neighboring ones (3 
nearest neighbors in each direction). It turned out that the passenger traffic of the first nearest neighbors, indeed, correlate 
with the target passenger traffic more strongly than all the others. Thus, it makes sense to take this information into account 
when building a short-term forecast. In addition, obviously, you need to take into account the historical data of passenger 
traffic. 

These data exhaustively describe all passenger traffic, but at the same time, they contain a lot of redundant information, 
which later will lead to a decrease in the accuracy of the forecast. To avoid this, and also in order to reduce the 
computational complexity of the algorithm, we reduce the number of attributes using the principal component method — 
one of the most frequently used methods for reducing the dimension with minimal information loss. 

 

 
Fig. 9 On model features [17]. 

 
Then the principal component analysis (PCA) is used to decompose the original OD flow into a number of principal 

components and scores. In this way, the systematic variations (outlines) in OD flows are captured in lower dimensions. As 
per the original paper, the weekdays and weekends are treated separately. As the prediction method, we’ve used kNN. 

Technically, the proposed system on the window in 5 measurements (5 * 15 = 75 minutes) allows predicting the OD 
traffic for the next 15 minutes with an error (MAPE - Mean Absolute Percentage Error) of 25% (slightly more than in the 
above-mentioned paper [17]). The negative point that emerged during testing was that the accuracy of the prediction 
strongly depends on the time of day. At the beginning of the day, accuracy drops dramatically. Namely, the morning hours 
are the most unstable traffic. Accordingly, this is a matter of further research. 

4  Conclusion 
The paper deals with the classification of metro stations in accordance with the identified patterns of their use. The paper 
also proposes a model for short-term traffic forecasting based on data from the correspondence matrix. In this article, we 
have proposed several approaches to the analysis of data on movements in the Moscow metro. In our study, we were based 
on data collected by mobile operators. This data is a correspondence matrix for periodic time slices (every 15 minutes).  
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We considered two main tasks. First, it is the classification of metro stations by type of use. There are two possible 
options. This is a static model that splits stations by the number of shortest paths passing through them (the so-called 
centrality). The dynamic model uses real travel data and classifies stations according to the ratio of inputs and outputs 
during peak hours and weekends. It is this approach that made it possible to obtain an interesting classification of metro 
stations by the type of their use. The resulting classification can also be used to monitor changes in traffic flows in the city. 
The second task considered is the prediction of passenger traffic at short time intervals. The principal possibility of 
predicting station traffic based on the traffic of neighboring stations is shown. 
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