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Abstract. While using universal accounting systems, appears a set of problems,
among which can be mentioned at least central database overload and low relia-
bility. But shift to the several specialized solutions leads to existence of the set
of databases, some data in which needs to be synchronized. Another cause of
database splitting can be company branches, removed from the central office ge-
ographically in case, when cloud approach cannot to the solution. It all leads to
distributed database structure. The article highlights the difficulties, connected
with distributed queries and distributed transactions while getting data from re-
lational database, hosted on several remote nodes. It is suggested to minimize the
number of such queries by placing valuable data for the node locally. To do this,
firstly SQL-queries parser was created. It presents SQL-query as a hierarchical
tree, in nodes of which can be subqueries, tables, table columns and tuples. Based
on the parsing results, the queries to database (DB) were analyzed in the analytics
of the application, user, location, list of used tables, attributes, tuples and other
possible dimensions. It allows to determine valuable for the node data based on
list of needed applications, node location and other available input parameters.
The problem of new and modified data classifying and ways of its solving also is
presented. The paper shows the results of testing of the research while the struc-
ture of the database of the automated retail store were designing.

Keywords: distributed transaction, database management system, the consoli-
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1 Introduction

While creating the database, the user desires to organize information by some charac-
teristics. It allows obtaining needed information quickly, by giving a set of search cri-
teria. The necessity of automation of different company accounting types (warehouse,
accounting, staff, etc.) in some cases may cause usage of "universal” accounting sys-
tems. If we choose this approach, we need to be ready to face set of difficulties. It can
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be mentioned central database overload, low reliability, system vulnerability and far
from perfect mechanisms of accounting automation [1].

If the specialized accounting solutions are used, many of mentioned misfortunes can
be solved. But this approach leads to existence of different database management sys-
tem platforms in measure of one company. So, their data need to be synchronized. That
is why the information systems development moves from the local databases usage to
the side of distributed databases (DDB). The main tasks of distributed database man-
agement system (DBMS) are to provide access control to the data for many consumers
as well as the integrity and consistency of data while several storage nodes are used.
So, such a DBMS needs to coordinate the simultaneous work of many users with shared
information [2-4].

2 Topicality

While solving the problem of distributed database users autonomy, we van face many
issues, connected with database structure. There are several approaches to present data
in distributed databases, among which combined data sharing strategy unites ap-
proaches related to non-duplication and duplication of data in remote nodes to take
advantage of all of them. But when it is used, besides the problem of synchronization
of duplicate information, the task of optimal design of the remote node database struc-
ture becomes urgent. The question is to determine if the data belongs to the particular
node of the distributed database. Besides, the system performance directly depends
from the decision of partial or complete duplication of data in remote nodes.

Information systems review in solving the problems of automation of different ac-
counting types within the same company, and the disadvantages of using universal ac-
counting systems allowed to make the conclusion of need to optimize the structure of
remote database (DB) nodes by identifying useful data and minimizing the volume of
the distributed database node [5, 6].

3 Purpose of publication

The research aims to increase the level of data availability in the remote node of the
distributed database. It also aims to increase the software usage efficiency, which is
connected with the database data. All this achieved by reducing the number of distrib-
uted requests in the way of optimizing the structure of the distributed database node
and minimizing the amount of data stored in it.

To achieve the goals of the research, it is needed to solve several tasks. We need to
perform the research of methods of formal grammars creation and usage. As the result,
the subsystem of SQL-query code parsing need to be developed [7]. We need to develop
the model and create the technology of accounting user activity based on SQL-queries
profiling with the set of analytical characteristics [8]. Next, it is needed to detail user’s
SQL-queries to database tables in the level of relation attributes and tuples. Finally, the
information technology for decision support [9-10] in designing the structure of the



distributed database node and determining the amount of data required needs to be de-
signed.

4 The main part

When using a combined approach to presenting data in the distributed database, the
choice of replication type will depend on several factors [5-7]. Among them, one of the
important is whether the request type is remote or distributed. In the case of a remote
request, when the interaction with other nodes is required only to ensure data replica-
tion, it is considered appropriate to use asynchronous replication. Such a decision is
justified by the possibility to exclude from the transaction all “unnecessary™ nodes.
Only the node that stores the data remains (see Fig. 1).
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If we need to synchronize data in the case of the distributed request, the interaction with
the remote nodes cannot be made outside the transaction. This is due to the fact that the
distributed transaction in any case includes pieces of data stored on other nodes and not
presented at the node of the request execution. In view of this, carrying out the replica-
tion process outside the transaction does not seem quite appropriate. This is due to the
fact that the reduction of transaction execution time is insignificant compared to the
possible data conflicts, related to non-synchronous updating (see Fig. 2).
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Let’s try to formalize the main task on the way to increase the level of general availa-
bility of data and efficiency of software systems usage, that work with database data,
when designing a remote node of a distributed database. Based on the given above, it
is reducing the number of distributed queries in which the data of multiple database

nodes are involved and to replace them with local ones [2-3].

To minimize the number of distributed transactions within the remote node of dis-
tributed database, the subsystem of the user requests accounting was created. It includes
queries classification based on belonging to one or another automated workplace, geo-
graphical location, user role or other criteria, which can be dynamically added to the
system, depending on one or another subject area. The datalogical model of developed

technology is shown in Fig. 3.
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Fig. 3. The datalogical model of the users' SQL query profiling subsystem.



In the center of the model is users’ queries log and users’ query catalog (QueriesLog
and QueryList tables). If a query is nested or has multiple levels, its hierarchical struc-
ture is described using the InnerQueriesList table. Queries are classified by the type of
software, workstation, user, and location, from wich they come from, binding to future
nodes in the distributed database (Workstation, Places, ApplicatioList, WorksAppList,
and WorkPlaceType tables). Based on the structure, given in fig.3, it is also evident that
including the additional analytical characteristics that can be required depending on a
particular subject area, will not require major changes to the database. After parsing the
SQL query code (parsing is the process of converting the source code to a structured
view), they are also classified by the list of database tables, which are present in the
query, and, after doing more in-depth analysis, by the list of relation attributes and tu-
ples (QueryRelations tables , RelationList, and FieldList).

The populating of the developed model with the input data is realized with the help
of DBMS profiling mechanisms. While making the research, the SQL Profiler software
were used. This product is included to the standard SQL Server installation package.
This choice is due to a sufficient list of functionality that application provides and com-
patibility with the DBMS version that is used in the company, where research results
were tested. If the input conditions change, the choice may be different in favor to an-
other application.

The subsystem has the user interface, consisting of data input and editing forms for
the main entities. There are mechanisms for importing data from text and csv files so
that they can interact with third-party software (for example, while importing user list,
software, or workstation tasks). Some entities can also be filled, based on the list of
users’ SQL queries.

To perform further analytical analysis of the accumulated statistics, it is necessary
to determine specific relationships (as well as links to their attributes and tuples) from
the text of user’s queries. Tools for parsing and linguistic analysis of the text were used
to solve this problem. SQL, like every programming language, has rules that define the
syntactic structure of the program. The syntax of programming language constructions
can be described using context-free grammars or BNF notation (Backus-Naur Form).

In the research, the ANTLR parser generator was used. It is LL (*) and has been in
existence for more than 20 years. In 2013, it released its 4th version. Now its develop-
ment is underway on GitHub. At the moment, it allows to generate parsers in Java, C#,
Python and JavaScript. The initial step in implementing the T-SQL query parsing sub-
system is to create a grammar. Further, the generated lexer and parser classes allow
presenting the query code as a tree model. Then it can be used to determine the list of
relationships and attributes that were used in the query. Figure 4 shows an element
hierarchy tree for the "select (select number from groups where id = students.id), name,
age from students" query, which consists from multiple attributes and has one subquery.
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Fig. 4. T-SQL query parsing tree.

Then, each request is presented as an object that has the following attributes: the work-
station, the user, and the software from which the request came; the text of the request
itself; the collection of tables, which the query requested; and a collection of subqueries,
if there are any. In this case, the "table™ (TsqlRelation) entity is a subset of the database
table and contains the table name, the collection of attributes that are involved in the
query, and the collection of table primary key values, according to the tuples set that
are returned as the result of the query. The fragment of the classes diagram of the SQL
query parser information technology is shown in Fig. 5.
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So at this step we have the set of relationships with the attributes used in the query. This
is sufficient to determine the list of tables represented in the node of the distributed
database and to limit the total amount of data by applying the projection operation to
them. However, this may not be enough, as there are usually some tables in the account-
ing system database that have a lot of tuples. Such tables take a lot of disk space and
create extra workload when querying them. At the same time, in one or another remote
node of the distributed database, rather a small percentage of the total data amount in-
cluded in them is actually used.

The next step is to determine the set of tuples used in a particular query. To do this,
we extend the TsqlRelation class with the TsglField type collection that will determine
the relation primary key. If the is no primary key, or the key contains a large number of
non-numeric data type attributes, and as a result, it has a large volume, the unique auto-
incremental not null field can be created at the DB level, which will be used later to
identify the tuple.

Further, if the request has an nested queries, each of them is processed separately.
An additional database query for each table in the query relationship collection is exe-
cuted, the attribute list in which is replaced with the relation primary key. The query
result is stored as the set of table attributes used by the current query. For example, if
the request selects the students' names with student group numbers from two tables,
using the nested query to filter by student specialty (Fig. 6), it will be divided into the
next queries set (Fig. 7).

select s.name, g.number
f"cm students s
] 1 groups g
on s.gr_code = g.code
where g.special_code ir
select code
from specialties
where name = 'computer science’

Fig. 6. Incoming SQL-query example.
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Fig. 7. Query list for retrieving the tuple set, used by the input query.



After identifying attributes set, it is available to determine the subset of valuable data
for the remote database node. The determining of the subset is made using table filtering
by the value of the primary key. It allows to place the most of data, that node needs,
locally and, accordingly, reduce the number of distributed queries. At the same time,
the amount of data in the local node is also minimal, which in turn minimizes the need
to synchronize different versions of the same data.

However, in the process of operating the described technology, there is a problem,
connected with modifying the data in database, when new data is added to the tables or
the existing ones are modified or deleted. In this case, the simplest solution of the prob-
lem is to replicate to the remote database node any new or changed data (since we do
not know the value of its usefulness to the node). When the volume of this data reaches
a critical point, for example, based on server load while retrieving or synchronizing
data, it is necessary to re-analyze the SQL queries and update the base of attributes and
tuples of the database tables, that are used by a remote node.

It should be mentioned, that performing the complete analysis of the database tables
attributes and tuples evaluation is a very resource-intensive operation and cannot be
performed frequently. So the approach, connected with regular recalculations is unac-
ceptable for large and frequently changing databases. Therefore, it was suggested to
present the evaluation problem of new or modified data in the form of a data mining
classification task [11]. As an input we have the name of the table and the list of values
of its attributes (new or changed row), and as an output - the decision about its value
for the remote database node. To solve this problem it is proposed to use the classical
neural network perceptron with one hidden layer. Network training is based on the data,
obtained from the SQL query parsing analysis results. Then, after being trained, the
network classifies new and changed data.

According to need of performing the analysis of the stored data in terms of multiple
dimensions, as well as likely large volumes, the data required for the analysis was pre-
sented in the form of multidimensional database or, in other words, on-line analytical
processing (OLAP) cube [12]. To do this, a number of views were added at the rela-
tional database level. They implements the fact table and the dimension tables in the
form of a star model. The structure of the obtained multidimensional cube is shown in
Fig. 8.
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The figure shows the base structure with one measure, which is time of the query
execution and four dimensions — workstation, relation (table), application (where the
query came from) and standard datetime dimension. It is obvious, that we can easily
expand the quantity of dimensions by adding, for example, hierarchy of fields and tu-
ples into the “relation” dimension, or user, department and branch into workstation di-
mension. Also, if queries profiler application allows to accumulate other useful data,
for example i/o bytes volume, it also can be added to the fact table.

The results of the research were tested while the structure of the database of the
automated retail store were designing. It also was used in the implementation of syn-
chronization subsystem with the central database. Using local and remote DB versions,
some indicators were collected. The results are shown in Fig. 9.
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Fig. 9. Indicators comparison while using remote and local version of the database.

Therefore, the result is an increase of the read/write operations speed at the remote
node information system and unloading of the central database. This result is achieved
by optimizing the DDB structure, minimizing the number of distributed transactions,
and using asynchronous data replication mode.

5 Summary and conclusion

While the research was done, several achievements were made. For the first time, it is
proposed to use multilevel catalogs of analytical characteristics of user SQL queries
with data relevance level estimation. The SQL query parsing subsystem has been de-
veloped. It allows to present user’s query as a set of relations, with the sets of used
attributes and tuples. For the first time, to analyze user’s SQL queries, the multidimen-
sional data model was used and based on it, the decision support system was imple-
mented. While designing the remote workplace DB structure, the decision support sys-
tem allows to perform on-line analytical analysis of SQL queries by dimensions,
quickly and efficiently perform operations of consolidation, detail, rotation and slice.
When modifying the central database data, it is suggested to use the neural network to



solve the classifying task of new or changed data according to their value for the remote
node of the distributed database.
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