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Abstract. The analysis of the most studied types of ignorance, such as impreci-

sion, uncertainty, inconsistency, conflict, fuzziness, etc., with the aim of their 

identification, systematization and formalization was carried out. Methods of 

modeling various types of ignorance on the basis of modern theories have been 

considered: the fuzzy set theory, the theory of evidence, the theory of plausible 

and paradoxical reasoning, the rough set theory. In the framework of the study, 

the methodology for the synthesis of information decision support technologies 

for modeling different types of ignorance through the systematic application of 

artificial intelligence methods has been proposed. These concepts are based on a 

systematic approach to the identification of different types of ignorance, which 

creates the conditions for the correct selection and application of methods of anal-

ysis of the initial data. This, in turn, provides effective results when modeling 

relevant subject and problem areas of knowledge. An important task in this con-

text is the reasonable choice of a mathematical apparatus capable of detecting, 

exploring and modeling various types of ignorance correctly. 
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1 Introduction 

Information technologies (IT), which are a tool for implementing systems analysis 

methods, have been intensively developing in the last two decades within the frame-

work of a scientific field called “knowledge engineering”. The basis of this scientific 

field is the results of development and research related to artificial intelligence (AI): 

knowledge representation and reasoning, and knowledge inference; artificial intelli-

gence systems (expert systems, pattern recognition systems, decision support systems, 

etc.). 

In the AI the analysis and management of various types of ignorance have a para-

mount importance, due to the creative nature of the tasks of creating intelligent tech-

nologies, which are always solved under conditions of inconsistency, incompleteness, 

inaccuracy, uncertainty of the source data, relations between them, processing opera-

tions (algorithms, processes solutions). The term “non-factors” is used in [1-3] to de-

scribe various types of ignorance. 
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Such types of ignorance (non-factors) as “fuzziness” and “inaccuracy”, were identi-

fied and studied in the framework of fuzzy mathematics, founded by Lotfi Zadeh [4]. 

Purposeful studies of non-factors began with research works of Narin`yani, which in-

troduced the concept and defined the interpretation of non-factors [1, 2]. Works of 

Vagin, Ry`bina, Borisov, Val`kman, and etc., Burrus and Lesage reflect other ap-

proaches for the determination of non-factors [5-11]. 

Paper [5] identifies five basic types of ignorance (non-factors): contradiction, non-

monotony, imprecision, uncertainty, fuzziness; [8] highlights: unknown, unreliability 

(falsity) and ambiguity.  

At the same time, Smithson distinguishes two main types of ignorance: error and 

irrelevance [12]. Bonissone and Tong argue that there are three main types of igno-

rance: uncertainty, incompleteness and imprecision [13]. Bosc and Prade highlight four 

main types of ignorance that can penetrate information, namely: uncertainty, impreci-

sion, vagueness, and inconsistency [14]. 

Thus, the study of them leads to the conclusion that despite a meaningful analysis of 

types of ignorance, they do not set out the principles of their unification and formaliza-

tion. 

But, it’s often modern methods of fuzzy mathematics, probabilistic-statistical infer-

ence, Bayesian and neural networks, genetic algorithms, etc., are used without proper 

analysis of the nature of the types of ignorance present. This fact can lead to inadequate 

models and conclusions. 

The purpose of the article is to research the most studied types of ignorance and 

methods for their modeling, and to develop methodology for the synthesis of infor-

mation technologies to support decision-making process under various types of igno-

rance. 

2 Ignorance Handling Theories 

Probability Theory deals with the chances of random events, while it is assumed that 

all events are well-defined concepts. In this case uncertainty is connected only with 

what chances each random event from the full group of such events can occur. 

It should be pointed out that there are two main approaches for estimating the prob-

abilities of events: objective probabilities based on the frequency method and experts, 

which are the sources of subjective probabilities. In the framework of probability theory 

for uncertainty modeling, analytical methods of probabilistic inference (probability 

trees, decision trees, Bayesian networks), methods of mathematical statistics, etc., can 

be used [15]. 

Fuzzy Set Theory is used to operate with fuzzy concepts that underlie the formation 

of sets of elements [4]. Elements are supposed to be well defined concepts. Uncertainty 

(fuzziness) here arises when trying to attribute elements to some classes (sets), since 

these classes (sets) are fuzzy, therefore, poorly defined. 

In real conditions, there may also exist specific forms of non-factors (ignorance) that 

arise in the process of interaction between expert judgments. The forms of such inter-



 

actions can have a different character – they can be consistent, compatible; can arbi-

trarily unite and intersect. To simulate these forms of interactions, the mathematical 

apparatus of the Dempster-Shafer Theory (DST, evidence) can be used. DST considers 

the frame of discernment (set of hypotheses) as a set of exclusive and exhaustive ele-

ments [16-18]. 

The Dezert-Smarandache Theory (DSmT) of plausible and paradoxical reasoning 

can be considered as a more in-depth version of the DST in the sense that it can operate 

with more complex forms of ignorance that can simultaneously be present in the formal 

system [19, 20]. The DSmT deals correctly with uncertain, highly conflicting and im-

precise sources of evidence (set of hypotheses, expert data). Within the framework of 

this theory, elements of the frame of discernment (set of hypotheses) can reflect vague, 

imprecise concepts, and as a result can overlap each other. Thus, only the limitation of 

the mutual exhaustibility of elements of the frame of discernment is supported. 

The methods proposed in the framework of Rough Set Theory (RST) allow to pro-

cess large amounts of disordered data and obtain new knowledge based on the results 

of such processing [21-23]. This approach allows to correctly process the inaccurate 

expert information. 

A number of approaches based on the integrated application of the mathematical 

apparatus of the considered theories to solve typical decision-making problems under 

complex forms of ignorance (e.g., fuzziness and uncertainty; height conflict, ambiguity 

and uncertainty; imprecision, incompleteness and uncertainty, etc.) have been proposed 

in [24-29]. 

3 Synthesis of Information Decision Support Technologies 

Under Various Types of Ignorance 

The systematic methodology for the synthesis of IT for modeling non-factors allows to 

generate information decision support technologies on the basis of the generated set of 

rules and a set of parameters for the synthesis of IT, such as the type of data analysis 

task, data structure, identified types of ignorance (non-factors), or combinations 

thereof, etc. 

The methodology for the synthesis of IT can formally be presented in the form of 

the following successive stages: 

Stage 1. Determining the goals of analysis (evaluation). 

There are two types of goals in system analysis: qualitative and quantitative. The 

form of obtaining the evaluation result depends on determining the purpose of the as-

sessment. 

Stage 2. Determining the composition and structure of the analysis task. 

There are five basic data mining tasks: classification; 2) clustering; 3) association 

rule mining; 4) sequence data mining; 5) forecasting. In the practice of decision making, 

there are three main tasks: ordering of alternatives (ranking); distribution of alternatives 

to decision classes (clustering); choosing the best alternative. 



The type of analysis task determines the type of data structuring procedure, in order 

to forming a final solution. So, for example, to solve the problem of choosing the best 

alternative, the ranking procedure of the initial set of alternatives can be used. 

Stage 3. Determining the method of obtaining initial data (information). 

The methods for obtaining information can conditionally be divided into next 

groups: empirical and theoretical. The most widespread are empirical methods of ob-

taining information, among which are the description, comparison, measurement, ob-

servation, experiment, analysis, etc. Examples of empirical data are research results, 

respondents' answers, experts’ assessments, results of observations, measurements, etc. 

One of the most common empirical methods is the expert judgment. The obtained in-

formation can be both qualitative and quantitative, and represents estimates in one of 

four basic data measurement scales (ordinal, interval, ratio, nominal). 

The choice of the method of obtaining the source information affects the structure 

of the source data. 

Stage 4. Formation of a set of source data. 

The procedure for generating a set of source data largely depends on the selected 

method of obtaining source information. At this stage, the source data takes the form 

of numbers, rankings, paired comparisons, intervals, etc., depending on the selected 

measurement scale. Thus, the structure of the source data is formed. 

Stage 5. Identification and selection of methods for ignorance (non-factors) model-

ing. 

The choice of modeling methods depends on the structure of the source data and the 

types of ignorance that influenced the process of extracting information and forming a 

set of source data, or contained in the received information (data set). 

Stage 6. Synthesis of information decision support technologies under identified 

types of ignorance (non-factors). 

The basis of the methodology for synthesis of IT for ignorance (non-factors) model-

ing is a model as follows: 

 SIT=<D, N, P, M, SGR, IP>, (1) 

where },1|{ ridD
i

  is a set of initial data; N is a ignorance identification procedure; 

P are the IT synthesis parameters (criteria); M is procedure for selection of the mathe-

matical apparatus used to solve the problem of structuring of the initial information 

(data); SGR is rule system for information decision support technologies generation; IP 

are information processes. 

The procedure for identifying the type of ignorance is a set of rules for identifying 

types of ignorance that analyzed in the system, based on a given set of criteria for their 

identification. 

M may be represented by a method or group of methods that allow to correctly pro-

cess data under identified type of ignorance, or a group thereof. 

The IT generation rule is an algorithm for solving the stated analysis problem based 

on the mathematical apparatus used, taking into account the specifics of the source data. 

It is proposed to use the type of data structuring procedure, data structure, the method 

of obtaining initial information (data), form of result presenting, etc., as parameters 
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  for IT generation rules construction. It can be used one 
i

K

, or more criteria 
i

K , mi  , for rules generation. 

The IT generation rules can be represented as follows: 

─ one criteria is highlighted for the synthesis of IT: 

 
jij

ITKPIT : . (2) 

─ several criteria are highlighted for the synthesis of IT: 
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ITKPIT . (3) 

As an antecedent, one or a combination of criteria for the synthesis of IT is used, in the 

role of a consequent, the information technology generated, taking into account the 

formed criteria, is used. 

IP is a set of algorithms for the implementation of information processes for obtain-

ing, processing, exchanging, displaying data and knowledge generation. 

The basic principles of the synthesis of IT invariant to the type of problem being 

solved and the method for identifying and presenting initial data (information). 

Let us consider an example of the generation of IT for structuring of expert assess-

ments under different types of non-factors based on the proposed concept (Fig. 1). 

It was used one criterion (K1 is a method of expert judgment as a method of obtaining 

initial information) for construction of IT generation rule. 

The rule for IT generating will take the next form: 

 ITKPIT 
1

: . 

Let us consider the structure and key steps of the information technology for structuring 

of expert assessments.  

In general, the procedure for identifying and processing expert information consists 

of the following steps: 

1. Identification of the goal of assessment. At this stage, the composition of the evalu-

ation task, the type of procedure for structuring expert assessments, the form of 

presentation of the expected results are determined. 

2. Development of a scenario for the examination. Within the framework of this stage, 

the technical issues of the examination and the method of presenting expert assess-

ments (for example, numbers, rankings, partitions, etc.) are solved. 

3. Expert group formation in accordance the level of competence for each expert. 

4. Collection of expert information, its structuring. 

5. Identification of types of ignorance (non-factors) that may occur in the information 

received. 

6. Selection of a mathematical apparatus that allows to operate correctly with the iden-

tified types of ignorance. 

7. Analysis of expert information based on the selected method. 

8. Analysis of the results and synthesis of the final solution. 



 

Fig. 1. – Structural scheme of IT for expert’s data structuring under various types of ignorance 

4 Conclusion 

The complex analysis of the most studied types of ignorance (non-factors) was carried 

out. Methods of modeling various types of ignorance on the basis of modern theories 



 

have been considered: the fuzzy set theory, the theory of evidence, the theory of plau-

sible and paradoxical reasoning, the rough set theory. The mathematical apparatus of 

the considered theories allows to operate correctly with various specific types of igno-

rance and their combinations. The performed analysis puts forward the conditions for 

a detailed analysis of non-factors, that ensures the correct choice of methods their mod-

eling represented by the considered theories. 

The methodology for the synthesis of information decision support technologies for 

ignorance modeling has been proposed. These concepts could be implemented as part 

of the tools of the automated expert support systems to ensure the choice of optimal 

solutions for the planning and implementation of projects for various purposes. Espe-

cially for solving ill-structured problems under imprecision, uncertainty, inconsistency 

and conflict. 
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