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Abstract. In this work we present an model to detect deceptive texts
(twitters and news headlines) written in Arabic. To develop the model
we have focused on the several characteristics to differentiate them from
the regular texts, such as: numbers, special characters or n-grams, which
could be a new type of deception indicator. The used classifier method is
Support Vector Machine, due to it has excellent performance in different
low and high-dimensional classification tasks.
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Introduction

Currently, the amount of information exchanged by users on the network has
reached dimensions that at the beginning of century were considered unimag-
inable. There are more than 2.5 quintillion bytes of data created every day[1].
Over the last two years alone 90 percent of the data in the world was generated
[1]. A large amount of the data generated is due to the explosion of social net-
works, such as Facebook, Twitter or Instagram [2], which has been favored by
the exponential increase in internet speed in the last decade [3] together with
the development of wireless communication technology [4]. Among the jungle
of different social networks, Twitter (microblogging network of just 140 char-
acters) has been the fastest expanding social network considering its simplicity.
Its strength lies in its instantaneity to access information [5]. Due to the instan-
taneity of this social network, it has a high vulnerability to the propagation of
hoaxes, opinions of doubtful credibility and deceptive news.

Although currently we have in the era of information. The misinformation
floods our daily life [6,7]. This fact makes mandatory the verification of the
veracity of a news or comments posted. The ability of these deceptions (hoaxes
and fake news) to shape people’s opinion is somewhat worrisome [8], doing that
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the propagation of hoax on Twitter and the fake news made are highly correlated
due to the characteristic of this social network mentioned above.

There is an increasing interest in deception detection in the context of intelli-
genceservices, law enforcement or intra-organizational monitoring, but also from
a civil point view [9]. Though it is expected that human capability to indulge
in deception would be balanced by the ability to detect deception, it has been
borne out in studies [10,11,12] that humans are not naturally good in deception
detection. In fact, even trained personnel correctly identify deception at rates
only a little better than chance (52 percent accuracy) [11].

In contrast, software systems based on number-crunching algorithms and
correlation analysis often provide surprisingly accurate results. This is especially
true in real-time applications where computerized systems can quickly and effi-
ciently parse huge datasets, flagging objects of interest that can then be sent for
final analysis and scrutiny by human judges.

Psychological studies [12,13,14] in the area of deception detection have shown
that changes in behaviour such as the body posture, facial expressions, speech
rhythm and pitch are closely correlated with deception. Markers of deception
that are under conscious control (like the content of the deceptive ‘story’) may
be modified by those who wish to deceive, but fortunately most of these cues
are a result of sub conscious processes and therefore even awareness of vigilance
and scrutiny does not make deception any easier.

In the context of deception in text, though communication is stripped to
its essentials and no non-verbal deception-cues are transmitted, the linguistic
manifestations of deception remain consistent across most domains. It has been
empirically shown [13,11,15] that deception leaves a linguistic signature caused
largely due to the high demands that indulging in deception generates on a
person’s cognitive capabilities.

Many research groups in the field of psychology [16,15,17] have constructed
sets of linguistic markers for deception detection in text using different method-
ologies. James Pennebaker et al. at the Department of Psychology, University of
Texas [14,18] have constructed an empirical deception model based on cue-word
usage-frequency profiles. Though this linguistic signature of deception is not easy
for humans to detect directly, it is easily detected by software. According to the
model, deception in text is marked by:

– Decreased frequency of first-person pronouns (I, mine, myself etc.) – a sub-
conscious attempt by the author to disassociate from the deceptive content.

– Decreased frequency of exclusive words (or, but, without etc.) – to keep the
content simple, concrete and without abstractions in order to avoid faltering
while being repeatedly interrogated.

– Increased frequency of negative emotion words (anger, abandon, hate etc.) –
a reflection of the subconscious feeling of guilt involved with being deceptive.

– Increased frequency of action verbs (move, run, lead etc.) – as a form of
distraction to keep the ‘story’ moving while the basic content remains simple
and insignificant.
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In this work, we try another approach much simpler. The kind of texts con-
sidered (twitters and news headlines) have other special characteristics that dif-
ferentiate them from a regular text. Generally, in this kind of texts it is used
numbers, special character or combination of words (n-grams, 2-grams and 4-
grams) to capture the attention of readers, so the study will be focused in this
kind of structures as main signatures of deception[19].

Support Vector Machines model

Support Vector Machine (SVM) model is a supervised learning approach intro-
duced by Vapnik in 1995 for solving two-class pattern recognition problem [20].
It is based on the Structural Risk Minimization principle for which error-bound
analysis has been theoretically motivated by the works [20,21]. The method is
defined over a vector space where the problem is to find a decision surface that
best separates the data points in two classes. This model has a excellent perfor-
mance in different classification task [22,23] comparing with other methods, such
as: k-Neares Neighbor (k-NN), Neural Networks (NNet), Linear Leas-Square Fit
(LLSF) or Naive Bayes (NV). Figure a shows the training ans test schema of
the model.

(a) (b)

Fig. 1. a)Diagram of training a test os SVM model and b) Frequencies hisogram of
BoW (n = 100.)

Methodology

The code, written in R-code initially generates a bag of words (BoW) (n = 1000,
number of BoW) and uses a cross validation method (k = 3 and r = 1, where
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k and r are parameter to control the cross validation method performance of
R-code package) to train a SVM model (method=”svmlinear”).

After several computation with different values of n, k and r, the chosen
values were: n = 100, k = 10 and r = 5, achieving a balance between computa-
tion time neccesary and the accuracy obtained. Although the reduction in the
number of BoW is important, the accuracy is not strongly affected, going from a
accuracy of 0.73 to 0.62, but with an important reduction of computation time.

It could be thought that the length of BoW is too short, but taking into
account the classes of texts considered (no more 140 characters in the longest
case) with n = 100 it is enough. This is supported by Fig. 1b, where it is
plotted an histogram the frequencies of every word of BoW. We can see that
approximately the first 25 words (n=25) concentrate the highest frequencies of
appearance in the texts considered.

The methodology followed is as follows:

1. Initially, we train the two variant of SVM model: SVMlinear and SVM-
linear3 [26], with the BoW generated.

2. Next, we train the two models with a new BoW where the numbers, special
character and Stop Words 1 have been removed.

3. Next, we train the two models with the N-grams(2 and 4-grams) gener-
ated using the texts without removing numbers, special character and Stop
Words.

4. Finally, the models are trained with the N-grams generated after removing
numbers, special character and Stop Words.

The results of accuracies obtained are summarized on the Tables 1 (Twitter)
and 2 (News Headlines).

Table 1. Twitter

Simulation BoW Numbers Special Character Stop Words N-grams (n= 2 and 4) Model Accuracy

1 YES NO NO NO NO SVMLinear 0.6207

2 YES NO NO NO NO SVMLinear3 0.6551

3 YES YES YES YES NO SVMLinear 0.6338

4 YES YES YES YES NO SVMLinear3 0.6737

5 YES NO NO NO YES SVMLinear 0.6319

6 YES NO NO NO YES SVMLinear3 0.6564

7 YES YES YES YES YES SVMLinear 0.6289

8 YES YES YES YES YES SVMLinear3 0.6655

1A set of Stop Words is any set of words can be chosen as the stop words for a given
purpose [24]. In our case this set of words does not provide any relevant information
to decide if a text is true or false. In this work we have use a library of RStudio called
”arabicStemR”[25] to detect and remove this words.
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Table 2. Table 1: News Headlines

Simulation BoW Numbers Special Character Stop Words N-grams (n= 2 and 4) Model Accuracy

9 YES NO NO NO NO SVMLinear 0.6272

10 YES NO NO NO NO SVMLinear3 0.6284

11 YES YES YES YES NO SVMLinear 0.6165

12 YES YES YES YES NO SVMLinear3 0.6202

13 YES NO NO NO YES SVMLinear 0.6299

14 YES NO NO NO YES SVMLinear3 0.6377

15 YES YES YES YES YES SVMLinear 0.636

16 YES YES YES YES YES SVMLinear3 0.6485

Fig. 2. Plot of the accuracy for every simulation done, considering the kind of text
(Data), the use of N-grams (N-grams) and if the data have been cleaned (numbers,
special characters and stop words). BoW=Back of Word, C=data cleaning (remov-
ing from texts numbers, special characters and Stop Words), Ng=N-grams,
SVM=SVMLinear and SVM3=SVMLinear3.
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Figure 2 shows graphically the results summarized on Tables 1 and 2. The
labels of x axis means:

– BoW-SVM/SVM3→ The model SVM Linear/SVM Linear 3 has been just
trained with BoW.

– BoW-C-SVM/SVM3→ The model SVM Linear/SVM Linear 3 has been
trained with BoW after removing from text numbers, special characters
and Stop Words.

– BoW-Ng-SVM/SVM3→ The model SVM Linear/SVM Linear 3 has been
just trained with BoW and N-grams without removing from texts numbers,
special characters and Stop Words.

– BoW-C-Ng-SVM/SVM3→ The model SVM Linear/SVM Linear 3 has
been just trained with BoW and N-grams removing from texts numbers,
special characters and Stop Words.

In general we observe that SVM Linear 3 works better than SVM Linear.
Also, in general, we observe that the accuracies are better for Twitter (less
for case BoW-C-Ng-SVM) than for News Headlines. It could be due to News
Headline text length are shorter than Twitter text length, this gives us a training
corpus of words very different.

On the other hand, while we observe a certain growth trend in News Headlines
with the methods used to train the model, for Twitter case this tendency is not
so clear. Therefore, we should use different methodologies, adapting them to the
characteristic of the text.

Finally, we observe, in a generalized way, that the accuracy is affected when
Data Cleaning is applied. We think that this effect comes from the use of library
called ”arabicStemR” to remove Stop Words. Maybe, it could be solve using
a set of Stop Words more adapted to Arabic language used in Twitter.

Forward works

Considering the results obtained above, we have detected several deficiencies
which have to be improved, such as:

– Study much deeper the effect of Data Cleaning: detect character more com-
mon in twitter written in Arabic and new set of Stop Word.

– Adjust much better the different parameter of SVM model in R-code.
– Study deeper the effect of N-gram.
– Adapt the methodologies to the characteristics of the text.

On the other hand, we propose some future steps to improve the model, such
as:

– Detection and check the URLS.
This kind of structure is very common in Twitter, so if the twitter share an
URL of a fake news o fake website we can consider the twitter as deceptive.
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– Detection and checking the hashtags and Twitter accounts found on the
texts, trying to see if them are related with fake hashtags and Twitter ac-
counts.
This kind of structure are very common in Twitter, so if the twitter retweet
a hashtag which is fake, we can consider the twitter as deceptive. The same
for Twitter accounts.

– The study of N-grams different of 2-grams and 4-grams.
It would be interesting to study N-grams with other lengths.

Conclusions

We have observed that the process of cleaning data can be affected negatively
the accuracy of the model since we could remove relevant information. Mainly,
News Headlines are affected stronger than Twitter. The explanation can be base
on the number of words in Twitter is bigger.

Considering our approach, we have observe that just the use of N-gram im-
proves the model, mainly in News Headlines, showing that there are structure
of two and four word which can be indicator of deceptive text for this type of
texts. In other words, this would be able to show that N-grams structures have
a special characteristics in deceptive text for this type of texts.

On the other hand, we see that the methodologies have to be adapted to the
characteristics of the text.

Finally we have proposed several improvements which can give a way to new
jobs in the same line as this work, such as: detection and check of fake URLs,
hashtag or Twitter accounts.
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