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Abstract. The approach to the ontological description of any subject domain 

based on application of concepts of three types is offered: "Objects", "Properties" 

and "Actions". Thus various aspects of representations used for the description 

of knowledge are offered to be ordered partially property of approximation in 

functional layers, segments and areas. It has to allow to model semantic features 

of context-dependent knowledge of subject domains, to consider their changes 

and specifications at generation of decisions. That will open possibilities of fore-

casting of intentions and prevention of realization of cyberthreats to critical in-

formation infrastructure. 
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1 Introduction 

Information and communication technologies are being used to strengthen the human 

intellect, complementing its creativity in working with information. Researchers predict 

that as this area develops, the "external cortex" of the brain ("exocortex") will be 

formed, which is the system of programs that complement and expand the human 

thought processes [1]. 

Obviously, the more intelligent the desired programs will be, the more tasks in 

searching for solutions can be transferred to them by a person, especially in the field of 

information security while protecting critical information infrastructure from attacking 

influences. It can also be assumed that the intellectuality of the designed and developed 

programs essentially depends on their ability to carry out a semantic, context-related, 

knowledge and data processing. The priority is the development of systems that are 

capable of semantic processing of incoming and accumulated data and knowledge and 

synthesize at first possible and then more and more accurate solutions that are context-
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dependent on conditions of tasks. The desired system should be able to synthesize sce-

narios of pre-emptive behavior in the conflict, which should contribute to predicting 

intentions and preventing cyber-attacks on elements of the critical information infra-

structure. 

2 The approach to the modeling of context-dependent 

ontologies 

Taking into account the peculiarities of data organization in human semantic memory 

[2-5], it is advisable to represent knowledge of the problem area (PA) in the form of a 

hierarchy of structured objects related to each other by relationships. This idea is based 

on such models of representations as frames, semantic networks, UML, etc. Unfortu-

nately, although all these languages are quite a convenient means for presenting 

knowledge about the PA of the conflict, they do not have the ability to reflect semantics, 

and the information expressed in them is intended more for human rather than machine 

perception. Also the logic of predicates (FOL) gained a great development, which con-

tains mechanisms of semantic processing, but has no convenient means of representing 

knowledge. 

In 1985, R. Brahman offered to combine semantic networks and FOL. The result 

was called as terminological logic, and then, in the process of development, it turned 

into a family of descriptive logics [6], which found their practical application in de-

scribing ontologies in the currently developing semantic Web. 

The ontology describes the basic concepts (conditions) of the subject area and de-

fines the relationships between them. For the description of ontologies, appropriate lan-

guages are used, for example - OWL (Web Ontology Language). 

At the initial stage, during the construction of the ontology, it is necessary to specify 

a list of Concepts (unary predicates) and Roles (binary predicates), which would allow 

us to describe the PA of conflict in the future taking into account the possible contexts. 

When setting the specific roles used for ontological modeling, the description of each 

role can be refined by specifying certain characteristics. Depending on what character-

istics have been entered (used), there can be used one or another (from the positions of 

the selected logic) machine. 

It should be separately noted that the ontological approach to the description of ran-

dom PA does not introduce certain restrictions on the order of selection and use of 

certain types of Concepts and Roles (except for the requirements for the correct use of 

roles). In practice this leads to the fact that knowledge engineers use a large number of 

different roles for describing different PAs, which, in the best case, does not contribute, 

and more often makes it impossible to combine different ontologies (ontologies de-

scribing different PAs and created by various specialists). In the same cases in which 

such an association is possible, it is often needed to change the logical output engine 

used to generate new knowledge over a new (unified) ontology. The possibility of in-

tegrating ontologies describing different PA of the conflict is simply necessary for the 

projected intellectual system (IS) to have the potential ability to learn, which means 
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transferring knowledge about conflicts and their resolution from one PA to another (for 

example: from "bio- sphere "in the" cyber-sphere "). 

In order for the projected system to synthesize scenarios of pre-emptive behavior in 

conflicts, it must be able to represent and process knowledge about the causes of con-

flicts, their processes and the consequences of conflicts. For this it’s necessary for it to 

have the ability to represent knowledge about objects, their properties and the processes 

of interaction of different objects and subjects. At the same time, it should be taken into 

account that the problem areas in should not introduce restrictions that lead to the im-

possibility of describing knowledge from these PA in a single ontology. Since other-

wise, this can lead to the fundamental impossibility of enriching the information system 

with knowledge of behavior in conflicts that occur in other PAs. 

An important issue in the manipulation of knowledge represented through a single 

ontology in the Knowledge Base (KB) of IS is the issue associated with the allocation 

of those fragments from ontology, the knowledge of which should be available to the 

system at any time in solving particular problems (in different contexts). 

In view of this, it is possible to formulate a number of requirements that must be 

taken into account when creating a meta-modeling system, representing and manipu-

lating knowledge. The knowledge meta-modeling system must be capable of: 

representing and processing knowledge from various problem areas about objects, 

their properties and processes (for the possibility of enriching the KB with descriptions 

of various conflicts that can occur in different PAs); 

containing a limited number of types of Concepts and Roles, sufficient for describing 

arbitrary PAs (for setting unified rules for building an ontology that further consolidates 

them, and applying uniform logical rules for generating new knowledge regardless of 

the specifics of the PA and the conflicts under consideration); 

having solvable algorithms for directional searching of data (to realize the possibility 

of determining the necessary fragment of an ontology based on tasks and contexts); 

searching for similarity of fragments of ontology by analogy (for search by similarity 

analogy of emerging tasks and their solutions in the course of conflicts in different 

PAs); 

changing the availability of knowledge for further processing (to sort the obtained 

solutions, to identify the most associated knowledge, and to "forget" false and little 

used / little-proven knowledge). 

The needed abilities require a formal definition of knowledge contexts’ denotational 

semantics in the ontological modeling of conflict’s problem areas. 

The issue related to endowing the programming languages with mathematical se-

mantics was raised in 1971 by D. Scott [11], but to this day, the mathematical theory 

he offered has not been developed to a level that allows him to apply it to solve specific 

practical tasks at the proper level. 

As the central element of the mathematical semantics introduced by D. Scott, you 

can point to abstract functions of the elements of the data type that is associated with 

the input variables, and take the values of the elements of the data type that is associated 

with the output. Obviously, when switching to a more "abstract" description of the tasks 

being solved at the level of functions and input / output data at the type level, it is 

impossible to completely evade the operational aspects. That’s because eventually the 
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functions must be implemented and executed on computational means capable of ma-

nipulating only finite configurations. At the same time, mathematical semantics should 

allow for the operational modeling of abstract entities. 

In order for manipulation of abstractions to become possible, it is necessary to have 

an appropriate mathematically defined language. In [11] D. Scott offered a noteworthy 

view on the nature of data types and functions (mappings) from one data type to an-

other. He also pointed out that in mathematics the questions connected with the descrip-

tion of functions defined on all admissible functions as arguments and applicable even 

to themselves as to the argument were not sufficiently worked out and offered a math-

ematical theory of functions that can be used as a project giving "correct" approach to 

semantics. 

Further, in [12], D. Scott, using grids described the abstract theory of finite approx-

imation and infinite limits in general terms. He used these concepts to effectively build 

a class of spaces (data types), including functional ones, which allowed them to be used 

as a space of mathematical meanings in semantic interpretations of high-level program-

ming languages. 

In the article [13], A.Shamir and W. Wage, relying on the formalisms introduced by 

D. Scott, presented a new approach to the semantics of data types, in which types them-

selves are included as elements in the area of objects. This approach allows types to 

have subtypes, allows to examine truly polymorphic functions and gives exact seman-

tics for recursive type definitions. In addition, this approach provides simple and direct 

methods for proving the typical properties of recursive definitions. 

Some scientists [14-18] advocated for an algebraic analysis of data types, which em-

phasized the fact that the data type consists not only of a set (sometimes partially or-

dered), but also of operations that satisfy certain equalities. 

A. Demers, J. Donahue, R. Teitelbaum and J. Williams also pointed out [19] that 

data types must be considered inextricably with the operations implemented on them. 

Thus, we should point out the existence of two points of view on the functions them-

selves, namely, the extensional and intensional points of view. With an extensional 

view of functions, they are treated as abstract objects, which are completely determined 

by their pairs (argument, value), i.e. their schedules. It implies the axiom of extension-

ality feasibility, that says if 𝑓(𝑥) = 𝑔(𝑥) for all  x, than 𝑓 = 𝑔. 

This point of view is opposed by the intensional viewpoint, which is very significant 

[20] in the context of computability and programming, according to which the function 

is an "operation", the rule of "transformation" or "calculation," some definition of such 

rule. 

It is also necessary to dwell in detail on Ch.Hoar's theory of types [21], which is 

based on the concept of a type whose distinctive features are the following: 

1) type defines the class of values that a variable or expression can take; 

2) each value belongs to one and only one type; 

3) the type of the constant’s, variable’s or expression’s value can be derived either 

from the context or from the form of the operand itself, without reference to the values 

computed during program execution; 

4) each operation corresponds to some fixed type of its operands and some fixed 

type of result; 
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5) for each type the properties of values and elementary operations on values are 

given by means of axioms; 

6) when working with a high-level language, knowledge of the type makes it possi-

ble to detect meaningless constructions in the program and to solve the problem of the 

method of representing data and converting it in a computer; 

7) the types we are interested in are types familiar to mathematicians: cartesian prod-

uct, disjoint unions, sets, functions, sequences, and recursive structures. 

A number of propositions indicated by Ch.Hoar are controversial (for example, po-

sition 2, since a number of authors believe that some types can be subsets of other types 

[22-24] or that an object can belong to a finite number of types. [25] This question is 

discussed in [13, 26, 27] and is part of a more general question of the relationship be-

tween types), but the proposition that states that for each type of property values and 

elementary operations on values are given by axioms - deserves special attention. 

3 Offers for the presentation of knowledge for the intellectual 

system  

In [11] D. Scott came to the conclusion that the function space should also be consid-

ered as having a data type. Since the function is, in general, an infinite object itself, D. 

Scott has offered the idea of finite approximation. He claimed [28] that there is a general 

theory of finite approximation and there are many types of objects that can be obtained 

as limits of approximation. 

The mathematical theory proposed by D. Scott is based on the idea that the approx-

imation relation (⊑) should be a partial order, and not any structure with a partial order 

is suitable, but one in which limits can be taken. 

Note 𝑥 ⊑ 𝑦 ¬ means that x approximates y. This is a qualitative relationship from 

which it must follow that x is compatible with y. It can be argued that x is worse, and 

y is better (or vice versa), but we cannot say how close x is to y. 

In subsequent discussions, it is assumed that types (at least) are structured by rela-

tionships. In accordance with the intuitive understanding, it should be considered that 

the ratio  𝜙  is: 

 reflexive ∀𝑎(𝑎 𝜙 𝑎)  (1) 

 transitive (∀𝑎, 𝑏, 𝑐 (𝑎 𝜙 𝑏) ∧ (𝑏 𝜙 𝑐) ⟹ 𝑎 𝜙 𝑐) (2) 

and  

 antisymmetric ∀𝑎, 𝑏  (𝑎 𝜙 𝑏) ∧ (𝑏 𝜙 a) ⟹ 𝑎 = b (3) 

D. Scott introduced an axiom that states that: "The data type is a partially ordered 

set." In fact, it can be assumed that the entire set of elements is bounded from above by 

an element ⊤, which means 𝑥 ⊑ ⊤ always takes place. You can also enter an object ⊥  , 

for which it is always true that ⊥⊑ 𝑥 . In addition, we can assume that any two elements 

x and y have the least upper bound – l.u.b. (𝑥 ⊔ 𝑦) and the greatest lower bound – g.l.b. 
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(𝑥 ⊓ 𝑦 ). An example of graphical representation of a partially ordered set of data types 

is shown in Fig. 1. 

 

 

Fig. 1. An example of graphical representation of a partially ordered set of data types. 

After it was assumed that the data type is within limits, it is necessary to revise the 

look at the functions. If the function is computable in some intuitive sense, then to ex-

tract the "finite" volume of information from any value of the function, it is necessary 

to ask for only a "finite" amount of information about the arguments (herein this case 

the concept of information is more qualitative rather than quantitative). However, it is 

still possible to express this fundamental restriction on functions: namely, functions 

must preserve limits. The mappings between the data types are continuous. 

In the generality this can be expressed exactly in terms of directed sets. Subset  
𝑋𝐷 is directed if every subset X has at least one upper bound in X. It should be noted 

that the directed set is not empty. Function 𝑓: 𝐷 → 𝐷′ is continuous in that and only 

that case if for any directed set 𝑋𝐷: 

 𝑓(⊔ X) =⊔ {𝑓(x): x ∊ X}  (4) 

Not all l.u.b. should be considered as limits, but only l.u.b. of directed sets. It should 

be noted that the concept of continuity is easily extended to functions of several varia-

bles. For the continuity of a function with respect to all variables, it is simultaneously 

sufficient to require its continuity with respect to each variable separately [12]. 

Thus, in more abstract terms for any two complete lattices D and D′ it is possible to 

form a functional space [𝐷 → 𝐷′] of all continuous functions from the first to the sec-

ond. 

Further, D. Scott [28] suggested that the partial order is a lattice, and the data type is 

a complete lattice in its partial order (this is another important axiom introduced by 

D. Scott. 
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The type of data satisfying the two above axioms introduced by D. Scott can be 

regarded as a topological space [28], and in such spaces the open set contains every-

thing that approximates it along with each element. 

This conclusion was developed in [13], in which the authors offered to combine all 

objects and data types together into a unified area. Any element of the region obtained 

like this appears then in two roles: 

1)it is an object on which functions can be defined, including functions that are the 

smallest fixed points of recursive definitions; 

2) it is the type of all objects that approximate it; therefore, the statement "x is of 

type y" and "any object of type x is an object of type y" is equivalent. 

From an arbitrary initial region of "O" objects and a set of intuitive data types, you 

can form a new region “�̂�” (which is called a typical extension of the "O" region), 

adding types as new objects in the sense of (1). The extended relation ⊑ to "�̂�” is de-

termined by the equivalence from (2): the object type is placed above objects of this 

type and over its subtypes (so ⊑ that it simultaneously sorts the types by inclusion and 

objects by approximation). 

An important concept in describing any PA is the concept of the field itself. A region 

is meant to be [13] a partially ordered set D such that D has the smallest element and 

any directed set of elements of D  has l.u.b. (such regions are usually called complete 

partial orders). 

By the data type over D  we mean a subset x of the universum D such that x is:  

(1) closed down, which means if d0 and d1 belong to D and if 𝑑0 ⊑ 𝑑1 than 𝑑1 ∊ 𝑥  

entails 𝑑0 ∊ 𝑥 ; 

(2) is closed with the respect to taking the upper bounds, which means if s is directed 

subset of х, than ⨆𝑠 ∈ 𝑥. 

In the modeling of semantic computations, the use of functional types seems very 

promising. D. Scott also considered [29] as very important that part of his research, in 

which he studied functions whose arguments are also functions, i.e. functions of higher 

orders. It was D. Scott who was the one of the first to use the functional space as a 

semantic structure. 

To simplify the perception and use of functional types in practice, it is useful to be 

able to explicitly specify their partially ordered set in the form of Concepts of the ap-

propriate type, as well as the relationships between them. This should facilitate the pro-

cess of ontological modeling of conflict’s problem areas. 

Based on the results of the analysis, it can be assumed that any type of data used for 

ontological modeling of problem areas of conflict can be described through a list of (1) 

objects that correspond to it; (2) properties of these objects and functions (and for the 

general case - (3) actions) that the objects under consideration can fulfill [30]. 

If we consider abstract classes of objects "O", properties "P" and actions "A", then 

in aggregate they can be represented in the form of a lattice containing one lower, one 

upper element and three discretely separated elements located on one same "horizon-

tal". 

It should be noted that if we take into account the fact that an object can consist of 

objects of a lower hierarchy (simpler objects) and be part of objects of a higher hierar-

chy (structurally more complex objects), then in general it is possible to speak about 
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structures, rather than objects. However, for the sake of simplicity of the presentation, 

it is further proposed to use the term "objects", thus denoting some sort of "survey slice" 

in the context of certain contexts. 

Thus, may: “О” – be lattice of “Objects”, “Р” – be lattice of “Properties”, “А” – be 

lattice of “Actions”. 

Based on the analysis of the order of human intellectual activity, it can be assumed 

that the search for solutions is carried out in the plane of the "Properties" of the objects. 

When constructing the lattice "Properties" it is proposed to use the relation “Approx-

imates” (F11: [𝑃 → 𝑃]  – «Property» Approximates « Property »).  

In order to be able to hierarchically represent data about objects and their possible 

actions, it is suggested to enter mappings F12 (F12: [𝑂 → 𝑂] – «Object» Approximates 

«Object») and F13 (F13: [𝐴 → 𝐴] – «Action» Approximates «Action») 

Obviously, objects are judged through their properties, which should be considered 

as attributes of objects. Therefore, we can define a mapping F2 (F2: [𝑂 → 𝑃] – «Ob-

ject» has «Property»). 

It should be noted that the division of "Objects" into subclasses can be done in vari-

ous ways (depending on which property is selected for the classification criterion). The 

possibility of different classification of properties (and therefore objects and actions) 

generates the possibility of stratification of knowledge. 

Implementation of solutions is carried out through the implementation of "Actions", 

the point of which can be reduced to the modification of objects (or to the measurement 

and / or evaluation of their properties). 

In order for the interaction between the two objects to become possible, they must 

have the appropriate properties. In other words, the presence of a certain property of an 

object generates the ability to perform a certain action (a certain class of actions). The 

same action performed by the first object can be suitable for influencing a certain prop-

erty of the second object. Thus, we can define two more functions-arrows on lattices 

“Properties” and “Actions”: F3 (F3: [𝑃 → 𝐴] – «Property» generates the ability for 

«Action») and F4 (F4: [𝑃 → 𝐴] – «Action» is suitable for impact on «Property»). 

Data sets of functional types (F3 и F4) also make lattices.  

 

The interaction of two objects (О1 and  О2) can be formally described as follows: 

 [[𝑂1 → 𝑃1] → 𝐴1] → [𝑂2 → 𝑃2] (5) 

Which means: “Object  О1, which has the property  P1, makes impact  A1 on object  

О2, because the last one has the property P2”. 

The above construction, which makes it possible to construct functional spaces, is 

very important, since its analysis (both by the knowledge engineer and the IS itself) 

allows answering the questions: 

- “who (what) interacts” – ( О1 and  О2),  

- “how does it interact” – ( A1 ), 

- “why the interaction is possible” – (𝑂1 → 𝑃1 and 𝑂2 → 𝑃2). 

As  О1 ,  О2, P1, P2 and A1  are the elements of the corresponding partially ordered 

sets (“О”, “Р” и “А”), then this gives the prerequisites for the possibility of a systematic 
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consideration of the described process of "interaction" and, subsequently, inductive and 

deductive deduce of "similar" processes. 

In the overwhelming majority of cases, in practice, when constructing ontologies, 

they use constructions of the type: 𝑂1
𝐴1
→ 𝑂2, where О1 and O2 – Concepts describing 

interacting objects, and A1 – A role with a semantically colored name. The use of such 

constructions is not always acceptable, since in some cases the semantics of Role is lost 

for the intellectual system that processes knowledge. If the Role is represented by a 

construction as: 𝑃1 → 𝐴1 → 𝑃2, then this construction allows to take into account the 

additional context extracted from the location 𝑃1, 𝑃2 and A1 in corresponding lattices. 

In the 1960s, D. McCarthy [31] offered the calculation of situations, the purpose of 

which was to find a way to describe the results of operations (operations), regardless of 

the problem area. The basic formalism of situational calculus is an expression of the 

form s`=result (e,s) , where s` - situation that occurs when an event e occurs in situation 

s. In other words, the question related to the need to formalize the notion of context was 

identified. Obviously, the projected IS is simply obliged to make certain decisions tak-

ing into account the context, since it is the context that influences the evaluation of the 

values of the properties measured by the cyber system. Then the interaction of two 

objects in the certain context can be formally represented in a general form as in Fig.2, 

where [𝑂3 → 𝑃3]  – a generalized description of the context (which, if necessary, can 

be "deployed" into an arbitrarily complex interaction of objects surrounding the system 

of reality),  𝐴31 and 𝐴32 – the impact of the surrounding reality (context) on the first 

and second objects, respectively. 

 

 

Fig. 2. Representation of the interaction of two objects in a certain context 

In order to make it possible to describe (output) processes, you must enter a mapping 

on the action  lattice: F5  (F5: [𝐴 → 𝐴] – «Action» follows «Action»). 

Undoubtedly, an important element in cognition is decomposition, so it is suggested 

to introduce a mapping on the lattice of objects: F6 (F6: [𝑂 → 𝑂]– «Object» consists 

of «Object»).  

It is also useful to introduce a similar mapping over the lattices of "Actions", which, 

if necessary, will allow the decomposition of the process under consideration into its 

component actions: F7 (F7: [𝐴 → 𝐴]– «Action» consists of  «Action»). 

To be able to reflect the process of changing objects during their interaction, it is 

suggested to enter a mapping F8 (F8: [𝑂 → 𝑂] – «Object» produces  «Object»). 

It should be noted that the offered order of the structural organization of data in the 

memory of the Gyromat corresponds to the order of organization and processing of data 
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by a person, since it is proved that he separately stores data (1) about events and se-

quences of events (scenarios) and (2) about objects and their properties (skeletons). It 

is also proved [4] that in semantic memory, information about objects is organized on 

the basis of differences between sensory or visual images and functional properties, 

which fully corresponds to the offered approach to construction of lattices "Objects" 

and "Actions" through the construction of the lattice "Properties". 

4 Conclusion 

In order for the projected cyber system to become truly intellectual, it must be able to 

structurally store data, knowledge and its contextual binding to tasks and solutions, and 

also perform complex cognitive actions ("logically think") with the aim of generating 

new knowledge not laid down in her directly, but acquired by it in the processes of 

setting and solving possible problems. The offered approach to ontological representa-

tion of data in the memory of an intellectual system, based on the theory of types and 

the theory of finite approximation, opens the possibility of a formal presentation of 

context-dependent multilayered knowledge about problem areas potentially containing 

knowledge of the strategies of behavior of the conflicting parties. This approach should 

allow organizing in the future the correct procedure for realizing plausible reasoning 

over context-dependent knowledge presented in the memory of cyber-threat prevention 

systems [34]. 
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