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Abstract. The food and agriculture could be a driver of the economy in Russia 
if intensive growth factors were mainly used. In particular, it is necessary to ad-
just the food export structure to fit reality better. This problem implies long-
term forecasting of the commodity combinations and export directions which 
could provide a persistent export gain in the future. Unfortunately, the existing 
solutions for food market forecasting tackle mainly with short-term prediction, 
whereas structural changes in a whole branch of an economy can last during 
years. Long-term food market forecasting is a tricky one because food markets 
are quite unstable and export values depend on a variety of different features. 

The paper provides a multi-step data-driven framework which uses multi-
modal data from various databases to detect these commodities and export di-
rections. We propose the quantile nonlinear autoregressive exogenous model 
together with pre-filtering to tackle with such long-term prediction tasks. The 
framework also considers textual information from mass-media to assess politi-
cal risks related to prospective export directions. The experiments show that the 
proposed framework provides more accurate predictions then widely used 
ARIMA model. The expert validation of the obtained result confirms that the 
framework could be useful for export diversification. 

Keywords: data-driven market forecasting, international trade, quantile regres-
sion, multimodal data 

1 Introduction 

Sanctions and trade confrontations set difficulties for persistent economic growth. The 
essential way to overcome them is making the economy more independent and diver-
sified [1]. Due to limited resources, the efforts should be focused on a limited set of 
development directions. Therefore, the developing of a particular economy field im-
plies discovering a restricted set of the new prospective commodity items and export 
directions. In this paper, we consider this problem in the case of food and agriculture 
field. Thus our aim consists in finding the pairs <Trade partner, Agricul-
ture_OR_FoodCommodity> with a high probability of the persistent export value 
growth from a particular country (in our case – from Russia) in several next years. 
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More precisely, we predict summary export value gain in the following two years 
based on information about current and two past years. We believe that modern data-
driven approaches could be useful to tackle this problem. 

This goal is not trivial because of the following issues: 
1. Unstable character of many trade flows.
2. Too many features influence on trade flows. If we used them all, it would lead to

over-complex prediction models, which aren’t trainable with the dataset. Long-term 
forecasting requires the using of complex models that consider a large number of 
features and parameters, but the size of the training dataset is strictly limited. There-
fore, complex models can be easily overfitted and in some cases give incorrect results 
on unseen data. 

3. Political decisions, economic sanctions strongly affect trade flows, but they
hardly ever can be predicted using only statistic databases. 

4. Existing regression and classification metrics such as MSE or F1-score poorly
reflect the accuracy of the solution to the highlighted problem, since even a small 
ranking error can lead to the omission of a very profitable direction. 

In this paper, we propose a data-driven framework which can mitigate the high-
lighted problems.  

At first, we apply a quantile regression loss since it allows estimating the distribu-
tion parameter for the predicted value so that we can process unstable trade flows 
more accurately. 

Secondly, we believe it is possible to mitigate the overfitting problem and instabil-
ity problems both if one pre-filters pairs with high probabilities of a decline in the 
future. This can be done with training a binary classifier, which is much simpler than 
regression and can be performed using simpler models which are not overfitted. Then 
the “large” errors of the regression model will have less impact on the final result. We 
also propose compositional features which can describe the market demand for a 
commodity item compactly to simplify the regression model.  

Thirdly, we extract sentiment features from texts, more precisely, from news to as-
sess political risks. 

Finally, we suggest calculating ratios between the export value of the top predicted 
pairs and the export value of the actual top pairs with the highest export gain to assess 
the usefulness of the prediction. 

The rest of the paper is organized as follows: in Section 2 we review related stud-
ies; in Sections 3 we present the proposed framework; in Section 4 we describe the 
results of the experimental evaluation; Section 5 contains conclusion and directions of 
the future work. 

2 Related Work 

The vastest branch of studies is devoted to short-term food market forecasting with 
basic regression and autoregression models. For example, Mor with colleagues pro-
pose linear regression and Holt–Winters’ models to predict short-term demand for 
dairy products [2]. The more complex autoregressive integrated moving average 

23



model (ARIMA) allows dealing with non-stationarity time series. This model also 
widely used for food market forecasting, for example, in [3] to forecast harvest prices 
based on past monthly modal prices of maize in particular states. 

Ahumada et al. [4] proposed an equilibrium correction model for corn price. Firstly 
they use an independent model for each corn. Then they also observe whether the 
forecasting precision of individual price models can be improved by considering their 
cross-dependence. The results show that prediction quality can be improved using 
models that include price interactions. The multi-step approach is proposed in [5]. 
The researchers consider the balance between production and market capacity to be 
the key factor for trade flows forecasting.  

For forecasting in volatile markets, it is necessary to reveal detail information 
about the distribution of the predicted variables, not their mean values only. Quantile 
regression is a common solution in this case. [6], [7]. For example, researchers [8] 
apply linear quantile loss to train Support Vector Regressor and use it to assess confi-
dence intervals for predicted values. The paper [9] combines hybrid ARIMA and 
Quantile Regression (ARIMA-QR) approaches to construct high and low quantile 
predictions for non-stationary data. The obtained results show that the model yield 
better forecasts at out-sample data compared to baseline forecasting models. 

Let us briefly highlight some studies related to features for food market forecasting 
which can better explain trade flow dynamic than trade and production values them-
selves. Paper [10] provides a conclusion that finance matters for export performance, 
as commodities with higher export-related financial needs disproportionately benefit 
from better economic development. Jaud with colleagues uses level of outstanding 
short-term credit and trade credit insurance, reported in the Global Development Fi-
nance and Getting Credit Index (EGCc) from the World Bank Doing Business Survey 
as features related to the level of financial development. 

Political factors also influence on the food market. Makombe with colleagues stud-
ies the relationship between export bans and food market [11]. The researchers con-
clude that the prohibitions cause market uncertainty which may have long-run impli-
cations for future food security and trade flows. The critical problem here lies in un-
certainty in the way how to formalize and consider these factors in models. It is well-
known fact, that political decisions often follow by outbursts in mass media, so one 
can easily predict possible political decisions if he or she analyses the new sentiment. 
This idea is widely used for short-term analysis in financial markets [12], thus we 
believe it could be helpful in the proposed framework. 

Long-term export prediction assumes considering arbitrary dependencies between 
the model outcome and the lots of factors in the past. Duration of these dependencies 
can vary from single days for price movements to dozens of years for political deci-
sions or climate changing. The mentioned approaches cannot model linear, non-linear 
dependencies and consider a broad set of sophisticated features at the same time 
though. A natural way to model such complex features and dependencies is to use 
neural network framework. Pannakkong with colleagues [13] uses a dense multilayer 
feed-forward network and ARIMA to forecast cassava starch export value. The results 
show that feed-forward neural network models overcome the ARIMA models in all 
datasets. Hence, the neural network models can predict the cassava starch exports 
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with higher accuracy than the baseline statistical forecasting method such as the 
ARIMA. However, such a simple architecture cannot model long-term interaction.  

There are particular network architectures for long-term prediction. In [14], re-
searchers suggested the nonlinear autoregressive exogenous model (NARX) artificial 
network architecture for market forecasting. They proposed a feed-forward Time 
Delay Neural Network, i.e. the network without the feedback loop of delayed outputs, 
which could reduce its predictive performance. The main benefit of the model com-
pared to model compositions is the ability of joint training of linear and non-linear 
parts of models. Similarly, in [15] authors proved that the generalized regression neu-
ral network with fruit fly optimization algorithm (FOA) is effective for forecasting of 
the non-linear processes. 

Unfortunately, neural network approach often leads to inadequately complex mod-
els which are needed large datasets to be reliably fitted. We have relatively small 
dataset thus it is required to find the most straightforward network architecture and 
tightest feature set which however could achieve satisfactory forecast accuracy. 

Because food market is volatile, it would be helpful if the forecasting model pro-
vided more information about predicted variables as quantile regression does. Alt-
hough there are few works in which quantile regression-like loss function was used 
for training neural networks [16]. 

The methodological aspects of creating models for export forecasting require fur-
ther study. Existing models consider some important indicators, but they can be based 
on erroneous assumptions that cast doubt on the obtained results. For example, the 
predictive model for assessing the country's diversification of exports provided in the 
Atlas of Economic Complexity (Feasibility charts) [17]. This model predicts a very 
curious output, namely that tropical palm oil could be one of the products for diversi-
fying Russia's exports. This is due to the neglecting country's climatic and infrastruc-
ture capabilities. That is why the feature set is still not obvious for this problem. 

The review shows that the most applicable solution for the food export gain fore-
casting is to combine long-term prediction models, such as NARX and quantile loss 
functions. In addition to basic features such as trade flows and production levels, 
these models should consider heterogeneous macroeconomic and climate indicators. 
Since the addition of political factors would complicate the regression model, it 
makes sense to consider them separately. That is, after the regression, we filter ob-
tained export directions if they are related to high political risks. 

3 Framework for Export Gain Forecasting 

As a test dataset for the framework, we use annual information about trade flows 
(from UN Comtrade [18]), production values (UN FAOSTAT [19]) and macroeco-
nomic indicators (International Monetary Foundation [20]). We consider the follow-
ing macroeconomic features: state GDP, inflation level, population level etc. Due to 
heuristic reasons the dataset includes only the items which are produced in Russia and 
presented in its trade flows, so the final dataset contains 70 export directions and 50 
commodities. We also do not consider records earlier than 2009, because the interna-
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tional financial crisis could lead to changes, which we cannot model adequately. Dai-
ly climate (temperature, wind speed, humidity, pressure) features were downloaded 
from RP-5 weather database [21]. The highest, the lowest and average values for each 
season were calculated, because the time step of the framework is one year. We also 
used open-available Russian news corpus from Kaggle [22].  

It is no doubt to say that trade flows between particular country and its partners de-
pends on trade flows between these partners and the other countries. Unfortunately, if 
we added all these features directly to the regression model, the model would become 
too complex and would tend to overfit in the dataset. We propose the SPR (Substan-
tial PRoduct) composite features to resolve this problem. The SPR shows contribution 
of an arbitrary exported commodity item from Russia on the global demand satisfying 
(expression (1)):   

𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖 = 𝑋𝑋𝑖𝑖
∑ 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖∈𝐼𝐼,𝑖𝑖∈𝐷𝐷

.            (1) 

Here I is a set of leading export commodities, D is a set of export directions, 𝑋𝑋𝑖𝑖 is 
total Russian export value for commodity i, 𝐶𝐶𝑖𝑖𝑖𝑖 is export value from Russia to country 
j for commodity i. We consider all trade flows between Russia and its’ partners direct-
ly and encode the rest flows with the SPR features. The comprehensive feature list is 
presented in Table 1. 

Table 1. Feature set for export gain forecasting 

Group of 
features 

Frequency For Features 

Trade flows Annual Country, Commodity Export value 
Import value 
Re-export value 
Re-import value 

SPR Annual Commodity SPR 
Production Annual Country, Commodity Production value 
Macro-
economic 
indicators 

Annual Country Trade balance 
GDP 
Inflation (CPI) 
Inflation (PPI) 
Population 
Purchasing power parity (PPP) 
Unemployment rate 

Climate indi-
cators 

Per season: 
max, min, 
median 

City, town Temperature 
Humidity 
Wind speed 
Precipitation 
Pressure 
Cloudiness 
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We propose the following framework for prediction of the promising pairs <export 
item,direction> (Fig. 1). The framework contains regression step and several filtering 
steps. Pre- and post-filtering steps are proposed to deal with the trade flows instabil-
ity. 

COMTRADE

FAOSTATIMF RP-5

Pre-filtering 
Export value 

prediction

Post filtering
Partner 
moderation

Mass media

Macro-economic
indicators

Production Climate

Analytic
XGBoost

binary classifierTrade flows
Quantile NARX 

model
Polyglot+

LSTM
Distribution 

scewness

Ranked pairs

Fig. 1. Framework for prospective export pairs prediction 

At first step of the framework we detect pairs which likely tend to decrease. On the 
one hand the filtering model should be much simpler, than the regression model, but 
on the other hand it should learn complex non-linear dependencies. The most appro-
priate approach in this case is decision tree ensembles. We tested several methods 
such as Random Forest [23], Gradient Boosting [24] and XGBoost [25] to fit these 
ensembles. The next two steps we realize with the modified NARX quantile regres-
sion model (Fig. 2). A single model is used for all directions and commodities since 
the use of individual models can lead to the loss of information about the interaction 
between the export value for commodities. We used the following loss function in-
stead of mean squared error to obtain quantile NARX model: 

 𝐿𝐿(𝜔𝜔,𝜃𝜃) = ∑ 𝜃𝜃(𝑦𝑦𝑡𝑡 − 𝑓𝑓(𝑥𝑥𝑡𝑡 ,𝜔𝜔)) + ∑ (1 − 𝜃𝜃)(𝑦𝑦𝑡𝑡 − 𝑓𝑓(𝑥𝑥𝑡𝑡 ,𝜔𝜔) )𝑡𝑡∨𝑦𝑦𝑡𝑡<𝑓𝑓(𝑥𝑥𝑡𝑡,𝜔𝜔)𝑡𝑡∨𝑦𝑦𝑡𝑡≥𝑓𝑓(𝑥𝑥𝑡𝑡,𝜔𝜔) ,  (2) 

here θ is quantile level, xt is features for time t, f(xt,ω) is network output for time t and 
ω is parameters of the network.  

This function was firstly introduced in [16]; it is a direct application of quantile re-
gression [6] for networks training. Thanks to error-backpropagation framework the 
network architecture does not have any affection on the function (2). The modified 
NARX model allows predicting values for different quantile levels. We predict export 
flows with quantile levels 0.25, 05 and 0.75 and assessed skewness of the results. 
Than pairs with positive distribution skew are filtered. We also applied the Auto-
regressive Integrated Moving Average (ARIMA) model as a baseline. 

In the last step, we filter unreliable trade partners with various models for senti-
ment analysis. We tested two neural network models, namely Attention-based Long-
Short Term Memory (LSTM) [26] and Contextual LSTM [27]. Polyglot sentiment 
analyzer was also tested as a baseline. We used the Kaggle corpus with more than 
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10K news reports in Russian to train these models. Post-filtering itself consists of two 
parts. At first, we apply the Polyglot library [28] together with country name diction-
ary to extract news, mentioned Russia and some other country together. Then we 
apply a sentiment analyzer and filter trade partners with highly negative sentiment 
scores from the results. 

Dense layer with linear 
activation

Dense layer with tanh 
activation

x(n)

x(n-1) x(n-dx) y(n)

y(n+1)

... ...
y(n-dy)

Fig. 2. Nonlinear autoregressive exogenous model for export value forecasting 

4 Results and Discussion 

We evaluated the proposed framework as well as its crucial parts. At first, the classi-
fication performance for the filtering step was evaluated. We tested several decision 
tree ensembles (Random Forest, Gradient Boosting, XGBoost) and Linear Support 
Vector Machine (SVM) classifier as a baseline. The XGBoost method revealed the 
best accuracy in cross-validation, so we add it to the framework. It is worth to note 
that the filtering itself can be done with relatively high quality (about 73% F1 on 5-
fold cross-validation, see Table 2, “filtering” column) using a simple feature-set be-
cause this task is much simpler than the whole regression task. 
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Table 2. Evaluation results for filtering methods 

Method for filtering F1-binary 
Random Forest 0.64±0.04 
Gradient Boosting 0.59±0.02 
XGBoost 0.73±0.05 
LinearSVM 0.63±0.02 

We also assessed the importance of different types of features for the filtering. The 
classifier was trained and tested on modified feature sets, in which distinct group of 
features had been omitted (see Table 3, “filtering” column). This column contains 
difference between binary F1 score obtained on the full feature set and the score ob-
tained on clipped feature set. The higher the F1 score drop is, the more important 
related subset of features is. Results show that the most important features are SPR, 
climate and macro-economic indicators. 

Table 3. Importance of the particular feature groups for the pre-filtering and for regression 
results 

Filtering Regression 
Group of features ΔF1 ΔPredicted export 

value gain, in % 
Trade flows 0.05 7.1 
SPR 0.17 6.8 
Production 0.12 1.2 
Macro-economic indicators 0.29 24.7 
Climate indicators 0.05 17.5 

Then we studied the importance of the different types of features for the regression. 
As for filtering step, we separated features into distinct subsets and trained the regres-
sor with them (see Table 3, “regression” column). The “Predicted export value gain” 
here and in the next tables means ratios between the export value of the top-10 pre-
dicted pairs and export value of the top-10 actual pairs with the highest export gain. 
The “ΔPredicted export value gain” column contains difference between the gain 
obtained on the full feature set and the gain obtained on clipped feature set. The re-
sults showed that the most significant features are macro-economic indicators, climate 
and past export flows. This confirms the limitation of models which do not consider 
these features, for example [17]. 

Table 4. Importance of the particular filtering steps 
Filtering Predicted export 

value gain, % 
Without 12.5 
Pre-filtering (only) 38.9 
Post-filtering (only) 22.7 
All (combined) 61.6 
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We also evaluated the contribution of the filtering steps to the results. The filtering 
steps together help significantly improve the obtained results, as one can conclude 
from Table 4. These steps allow removing the pairs with the highest decline risk. 

Table 5 contains results for considered sentiment analysis methods. We evaluated 
these methods on the test subset of the Kaggle sentiment dataset. Attention LSTM 
model shows slightly better result on this task, so we added it to the proposed frame-
work.  

Table 5. Results for the sentiment analysis 

Method F1-
macro 

Polyglot sentiment 0.62 
CLSTM 0.79 
Attention LSTM 0.82 

Fig. 3 shows average sentiment for mass-media news related to main trade partners 
of Russia, which are often mentioned in Russian news. The news was gathered from 
Lenta.ru dataset [29], because the timeline of the Kaggle dataset is not appropriate. 
We filtered news, contained both “Russia” and other country names and evaluated 
average sentiment for them with the Attention LSTM model. It’s easy to note that 
unreliable partners get lower marks. 

Fig. 3. Partner assessment with sentiment analysis 

We tested the overall framework on retrospective data, more precisely records 
from 2009 to 2014 were used to train and other data (2015–2016) we left for the eval-
uation. The detailed results for the whole framework are presented in Table 6. The 
“Actual” column contains ranked pairs with the highest average export gain in 2015–
2016 for Russian Federation. Summary average gain for the top 10 pairs amounted to 
1.5 billion USD. The “Predicted” columns contain results of the forecasting. 

The economic analysis of the detailed results showed that the list of the partners 
with the highest summary export gain did not match with the list of top importers for 
the study period. 

The proposed NARX model allows predicting the most growing export commodi-
ties quite precisely. Linseed is the only mismatched position, but it reflects a new 

0
0,2
0,4
0,6
0,8

1
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prospective market. Moreover, linseed production for export has been strongly sup-
ported by the Russian government since 2016. Thereby the model detected this poten-
tial market with past data and predicted that decision. 

Table 6. Detailed results of the export value prediction 

Predicted 
Actual ARIMA NARX + pre-filtering + 

quantile-filtering 
Partner Commodity Partner Commodity Partner Commodity 
Bangladesh Wheat Egypt Wheat Egypt Wheat 
Egypt Wheat Bangladesh Wheat Saudi Arabia Barley 
China Soybeans China Soybeans Nigeria Wheat 
Nigeria Wheat Turkey Wheat Morocco Wheat 
China Oil of Sun-

flower Seed 
China Oil of Sun-

flower Seed 
Sudan Maize 

Rep. of 
Korea 

Maize Algeria Oil of Soy-
beans 

Turkey Barley 

Lebanon Wheat Azerbaijan Wheat Turkey Linseed 
Algeria Oil of Soy-

beans 
Saudi Ara-
bia  

Barley Bangladesh Wheat 

Saudi Ara-
bia 

Barley Lebanon Wheat Italy Wheat 

China Oil of Soy-
beans 

China Oil of Soy-
beans 

China Oil of Soy-
beans 

Export 
value gain, 
M USD 

1474.4; 
100% 

674.8; 45.7% 908.65; 61.6% 

The most often cause of the NARX model errors is neglecting features, related to 
technological development. However, the appearance of new technologies leads to 
dramatic changes in the markets. New deep-processed commodities appear, and pric-
es for existing raw products can decline, which leads to an export value drop for tradi-
tional providers. Existing counterparties (Turkey, for example) may switch to other 
commodities. Therefore, there is a need to add technological features to the model, 
which would make it possible to predict prospect commodities with an assessment of 
the related technologies for primary and deep processing. 

To sum up, the results of the proposed framework could be useful for export diver-
sification since NARX model provides new prospective commodity items. The vari-
ants of the NARX model and ARIMA are also helpful for counterparty countries ex-
ploration. 
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5 Conclusion 
In this paper, we propose a data-driven framework for food export gain forecasting. 
The framework considers multimodal open data from many data sources and corpora. 
In this research, we tried to mitigate the set of problems, related to machine forecast-
ing of food export gain: large feature set dimension, volatility of markets, factors 
which are difficult to formalize (political risks). 

In the experiments, we used open data from FAOSTAT, UN Comtrade, infor-
mation about global economic situation from International Monetary Foundation, 
climate information and reports from news corpora. According to the results, quantile 
loss function and NARX model is a promising combination for long-term prediction 
of trade flows for food commodities. 

In the future research we plan to consider logistical and infrastructure conditions as 
well as technological features in the framework. The next steps of our research also 
include detailed analysis of the obtained commodity items and finding technologies 
which could help to push the export for these commodities up.  
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