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Abstract. This paper deals with the quality problem of linguistic big data exem-
plified by the corpus of Google Books Ngram. The criticism of this corpus has 
been summarized and discussed. Special attention is paid to the matters of the 
corpus balance, spelling errors, and errors in metadata. It is also compared to the 
Russian National Corpus and to the General Internet-Corpus of Russian. A new 
concept, “diachronically balanced corpus”, has been introduced. The methods are 
discussed for enhancing the quality of Google Books Ngram.   
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1 Introduction  

Modern linguistic studies can hardly go without using large text corpora or linguistic 
databases of various types or without applying to them computer-based or mathematical 
methods to obtain valid statistics. For the Russian language, the Russian National Cor-
pus [1] (abbreviated as RNC) is well known, which is specified in [2, 3]. RNC contains 
over 350 million words [1]. It is carefully checked, and its part has been disambiguated 
manually. All this make it exceptionally useful for research in the Russian language. 

A new, interesting resource appeared recently, the General Internet-Corpus of Rus-
sian (http://www.webcorpora.ru/, abbreviated as GICR). It already contains over 20 
billion words and is thought to be further expanded. GICR includes the contents from 
the largest resources of the Runet, such as Zhurnalny Zal (Room of Thick Literary 
Journals), Novosti (News), VKontakte, LiveJournal, and Blogs at Mail.ru. 

Since 2009, there has been an even larger corpus, Google Books Ngram 
(https://books.google.com/ngrams, abbreviated as GBN). It contains data on 9 lan-
guages, including Russian. The volume of the Russian GBN sub-corpus is over 67 bil-
lion words, while it exceeds 500 billion for the English one. GBN was created by fully 
scanning, followed by text recognition, all books from over 40 largest libraries in the 
world, including those of Harvard University and Oxford University. As a result, 30 
million books were digitalized, of which the 8 million best digitalized ones were se-
lected to form the corpus, which amounted to 6 % of all the books published worldwide 
[4]. A detailed description of the GBN can be found in [4–6]. For so large corpora, there 
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seems no escaping the matters of their quality and of the possibility of errors in creating 
them. In this paper, we are focusing on GBN as the largest corpus of all the corpora 
existing in the world. Some publications noted errors in the corpus [7–9]. There are 
three core GBN problems discussed in literature: OCR errors, balance of the corpus, 
and errors in metadata. Herein, we are considering the above problems and the possible 
ways of improving the corpus. The paper presents a review of key publications related 
to the GBN issues, as well as the unique results obtained by the authors in this area. 

2  OCR Errors 

There are recognition errors in the GBN corpus, which are primarily related to ancient 
books characterized by poor print quality. In the first GBN version released in 2009, 
things were really in a bad way. Thus, in ancient English books, letter s was frequently 
recognized as f. For example, the word best was mistaken for beft in up to 50 % of the 
17th-century books recognized. The creator of this resource, Google, has considered the 
criticism and considerably improved the recognition quality. Scanning devices were 
upgraded every six months [6]. As a result, in the second version in 2012, best was 
incorrectly recognized as beft in just 10% of cases in the 17th-century books, while in 
contemporary books of 2000, the amount of errors only made 0.02%, that is, it was 
rather low and could not affect any statistics regarding the frequency of using the word 
best. 

Similarly, that is the case for the Russian language. We have considered several doz-
ens of randomly chosen words containing recognition errors. Typically, the error rate 
does not exceed 0.1 %. For example, letter н is sometimes recognized as и. In Fig, 1, 
the exemplary frequency diagrams are shown for the word “иней” (hoarfrost). The fre-
quency of its incorrect recognition as “иией” is lower than 0.1% of the correct one. 

Fig. 1. Frequency of иней and иией 

For Russian, certain difficulties occur with the pre-reform (before 1918) orthogra-
phy. The Russian language previously used letters, such as Ѣ (yat) and Ѳ (fita), that are 
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incorrectly recognized in GBN. For the data beyond 1918, the problem is eliminated. 
For many words from texts issued before 1918, the data will also be correct, since letters 
Ѣ and Ѳ, as well as other elements of the old orthography, are rather uncommon. 

Thus, there are no apparent reasons for considering that recognition errors may es-
sentially affect the results of counting the frequency of word usage, except for some 
probable rare cases with ancient books, where certain care must be exercised. 

3  Balance 

As a matter of principle, the problem of corpus balance is considerably more compli-
cated. Balanced should be considered a corpus, in which all types of texts, i.e., literary, 
journalistic, pedagogic, scientific, business, and other texts, occur in the corpus propor-
tionally to their shares within the texts of the chosen period [1]. It is commonly sup-
posed that the RNC is well-balanced, which is ensured by the efforts of its developers 
who have “hand-picked” the texts for the corpus. GBN was created by a very different 
technique, its composition was not specially designed, so GBN is often faulted for being 
unbalanced [7, 8]. 

In [8], a radical opinion is expressed: “Therefore, instead of speaking about general 
linguistic or cultural change, it seems to be preferable to explicitly restrict the results to 
linguistic or cultural change ‘as it is represented in the Google Ngram data’”. In fact, 
the author of [7] is on the same side of the fence, suggesting that a well-balanced corpus 
is a utopia and that any data obtained based on a corpus reflects the content of that 
corpus rather than the language state. 

If this were really the case, the creation of text corpora, on which many efforts have 
been focused, would become a little promising activity. Then corpora would be just a 
set of examples linguists can extract to quote in their articles, and they would not be 
suitable as a tool for fundamental research in the essence of a language. Fortunately, 
this is not the case. The best proof of the entire language representation adequacy in 
large corpora is the reproducibility of results demonstrated on different corpora. Let us 
give a simple example. 

In [10], the changes were considered regarding the frequency of the members of a 
synonymic row that includes the words стараться (try) and пытаться (attempt). In 
Figures 2 and 3, the graphs are shown for the most frequently used words from the 
inflectional paradigm, i.e., старался and пытался (both are past-tense third-person 
singular masculine verbs), for GBN and RNC. The trend of the last two centuries is 
clearly in evidence for both corpora – пытался becomes more frequent than старался. 
The appearance the graphs in GBN is smoother since this corpus is larger. Even the 
period where the word пытался becomes more frequent is the same – around the year 
1960. For highly-frequent words, the graphs of GBN and RNC are usually similar, as 
well. 
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Fig. 2. Frequencies of the words старался and пытался for GBN 

Fig. 3. Frequencies of the words старался and пытался (black line) for RNC 

Such agreement of results obtained on different corpora both validates the results as 
such and indicates the high quality of the corpora and their consistency. Unfortunately, 
we cannot directly check everything on GICR within the above timeframe, since almost 
all GICR texts are dated the 21st century and it has just started growing deeper recently. 

However, there is a curious possibility to perform an indirect comparison. Time se-
ries generated based on diachronic corpora provide a great opportunity to predict the 
development of the language. So far, no quantitative predictions regarding language 
changes have been made based on corpora. In this paper, we are probably making one 
of the first attempts of this kind. The scheme proposed for extrapolating time series can 
be useful to the research in various language-specific phenomena. 

In Table 1, the GBN-based frequencies of the words пытался and старался are 
shown in 1978 and in 2008, as well as the ratio of the former of those values to the 
latter one. Using the linear regression method, we compute the expected values of the 
frequencies for the year 2014. That year was chosen to compare our predictions with 
the data of [6], in which the time interval is limited to the years 2014–2015 being avail-
able to the authors at the time of writing their work. The increased number of uses of 
пытался as compared with старался over a 30-year period in 1978–2008 allows ex-
pecting its further growth by 2014. 
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Table 1. Known and predicted frequencies of the words пытался and старался in GBN 

Word 1978 2008 Prediction for 
2014 

пытался 0.00173 0.00318 0.00347 
старался 0.00140 0.00181 0.00189 
пытался/старался 1.24 1.75 1.84 

Let us consider the GICR-based data from [7]. We divide all the GICR sub-corpora 
into three groups that differ in their genres and styles: 1) Zhurnalny Zal that contains 
texts from literary journals and is the closest one to GBN; 2) Novosti that contains the 
texts of another genre, and 3) LiveJournal and VKontakte, both containing texts that 
fundamentally differ from book texts. Hence, we can expect that data for Zhurnalny Zal 
will be similar to that of GBN, while the data for Novosti and for the sub-corpora of 
the third group will be different. 

Indeed, the ratio of the пытался usage number to the старался usage number 
makes 1.94 in Zhurnalny Zal, 10.41 in Novosti, and 3.30 in the sub-corpora of the third 
group [7]. Thus, we can see that the text genres and styles are, of course, of great im-
portance. At the same time, for the texts of a similar nature, such as books from GBN 
and articles from literary journals, the values predicted based on GBN and the real val-
ues have turned out to be very close to each other, differing by less than 6%. This also 
indicates the high quality of the corpora being compared and the possibility to obtain 
rather correct predictions based on GBN. 

Unfortunately, not all the studies performed on GBN can be repeated on RNC or 
GICR. This is because, unlike GBN, the RNC and GICR corpora are not available to 
users for downloading. This limits the possibilities of processing the RNC and GICR 
data with simple queries and does not allow applying complex computer-aided and 
mathematical data-processing methods that are widely used in contemporary research. 
The latter ones include measuring the distances between languages at some point in 
time or between the states of a single language at different time instants, using Kull-
back-Leibler’s metrics [14]. 

In our opinion, GBN is exactly an example of the best-balanced corpus, as well-
balanced as possible. Since all the books from the largest libraries were scanned when 
creating it, this results in all types of texts being represented in GBN proportionally to 
the representativeness thereof in the libraries. So GBN is as balanced as the entire hu-
man-created library system is balanced.This result cannot be achieved by manually se-
lecting texts. 

Let us discuss the term of balance. Here, the balance shall mean the generally bal-
anced corpus as a cohesive whole. In the paper, we introduce a new term: Diachronic 
balance corpus. 

We will apply the concept of “diachronically balanced” to a diachronic corpus that 
is balanced for any given moment of time, ideally for every year or decade. That is, a 
corpus sample within any small timespan shall already be balanced as such. 
Until now, the problem of creating diachronically balanced corpora has not even been 
stated. However, the giant volume of GBN, as well as the adopted ideology of total 
scanning, make this corpus exactly like that. For Russian, over the past decades, the 
volume of the corpus has made about 1 billion words per year, which is triple as much 
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as the volume of the entire RNC. For English, the corpus volume is 10 times more. 
Naturally, we cannot prove the diachronic balance of GBN, since there is no operational 
definition of balance, which would allow us to consider corpora as balanced or unbal-
anced ones. 

Let us consider a specific example demonstrating the degree of the GBN balance as 
compared with RNC. In the USSR of late 1980s, the word ускорение (acceleration) 
borrowed from physics was embedded in the political vocabulary, which word meant 
the accelerated development of the country’s economy. This term started to be widely 
used in political essays after April 23, 1985 on which day M.S. Gorbachev declared at 
the Plenum of Central Committee of the Communist Party of the USSR (CC CPSU) a 
large-scaled program of reforms under the slogan of accelerating the social and eco-
nomic development of the country. However, just 2 years later, in January 1987, at the 
Plenum of the CC CPSU the task was stated aimed at cardinally reconstructing the 
economy management. The new slogan of перестройка (reconstruction) appeared, 
and ускорение started becoming irrelevant. Let us have a look at how frequently the 
word ускорение was used in GBN and RNC. 

Fig. 4. Frequency of the ускорение uses in GBN 

In Fig. 4 above, we can see that the sharp rise in the frequency of using the word 
ускорение falls exactly within the year 1985, and its frequency sharply decreases, start-
ing from 1987. Thus, GBN reflects adequately the volume of socially- and politically-
focused literature at that time and exactly reflects the processes running in the society. 
It is also noted in [34] that changes in languages registered in GBN correlate with social 
events. What about RNC? 
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Fig. 5. Frequency of the ускорение uses in RNC 

In Fig. 5 above, no growth in the frequency of the word ускорение can be seen in 
RNC for that period. Moreover, the frequency of ускорение starts falling in 1985 and 
growing in 1987. At the same time, no political texts are found among the specific ones 
containing the word ускорение in RNC in those years. This is, of course, just one ex-
ample. However, it makes it clear how difficult it is to ensure the diachronic balance in 
manually assembling the corpus, and how naturally it occurs by itself in total digitaliz-
ing. 

4  Errors in Metadata 

In [9], a metadata error was found in the English sub-corpus Fiction. In the first version, 
many scientific books got into it. This was found based on considering the use in the 
Fiction corpus the word typical of scientific texts, i.e., ‘Figure’, compared to the word 
‘figure’ (lowercased) that may occur in literary works, as well. In Fig. 6, you can see 
well the unnatural growth of the uses of ‘Figure’, which corresponds in time with the 
exponential growth of scientific publications. 

Fig. 6. Frequencies of using ‘Figure’ and ‘figure’ in the Fiction corpus, the version of 2009 

199



This was considered in the second version of the corpus, and the books were classi-
fied correctly. Therefore, the frequency of using the word ‘Figure’ in the Fiction sub-
corpus fell 20 times (Fig. 7). 

Fig. 7. Frequencies of using ‘Figure’ and ‘figure’ in the Fiction corpus, the version of 2012 

Thus, in that case, again, Google rapidly responded to criticism, and the error was 
corrected. 

Further, the authors of [8, 9] returned to using GBN in their studies of the language 
evolution [11, 34].  

5   Using GBN 

Despite the problems of the corpus mentioned above, it is widely used in various lin-
guistic and culturological studies. There are over 6,500 articles mentioning GBN in the 
Google Scholar system. 187 works have already been published within the first 3.5 
months of 2019. Any review of those works is far beyond the scope of this paper. How-
ever, we would like to note some of the most interesting and typical, in our opinion, 
trends in research, demonstrating the considerable room for using GBN in Digital Hu-
manities.  

In linguistics, the matters have been studied, such as the number and the changes in 
the number of words within the language vocabulary [12], the dynamics in the “births” 
and “deaths” of words [13], the speed of evolving the languages and their vocabularies 
[9, 14], the mechanisms of competing the regular and irregular forms of verbs in Eng-
lish [5], and comparing British English and American English [14].  

In psychology, emotions [15–18] and cognitive processes [19–21] have been stud-
ied. One of the most popular matters turned out to be the changes in the psychology of 
collectivism/individualism. Of many works in this area, we would like to note articles 
[22–25], in which the growth of individualism was tracked in different countries, as 
exemplified by English, German, Russian, and Chinese. 

In social studies, the research has been performed in gender differences and diversity 
[26, 27] and in global cultural trends [28].  
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6 Directions in Enhancing the Results 

We can propose two ways of enhancing the reliability of the results obtained using 
GBN. The first one consists in using and comparing all types of data that can be ex-
tracted from GBN. This particularly includes considering, along with the word itself, 
its various inflectional forms [29] and synonyms [24]. In [29], this is exemplified with 
the German word eigen (own, peculiar), which is relatively rare to occur in this form, 
while it 35 times more frequently occurs in the form of eigenen. In [24], it is recom-
mended to use each word with three synonyms selected in the relevant dictionaries of 
synonyms. Should your research be of intercultural nature, then it is natural to use cor-
pora for several languages represented in GBN [29] in order to compare the dynamics 
of the frequencies of the same or close terms. For research in English, GBN provides 
several corpora, such as general English, American English, British English, and the 
Fiction corpus. They can also be used to compare and verify the results obtained. For 
example, in [30], the dynamics of the first-person pronoun frequencies can be tracked 
using both the English corpus and the fiction corpus. 

The second way consists in preprocessing raw data provided by GBN. Although this 
way is rather labour-consuming, it can still be recommended. In [14], the corpus pre-
processing is described that consists in removing all tokens (character strings) that are 
not words. All tokens are deleted that contain numbers or other non-alphabetic charac-
ters, except for apostrophes. (The ‘–’ symbol is processed by the GBN system itself.) 
This is probably especially topical for the languages that have undergone spelling re-
forms, such as the Russian language. The 1918 reform removed ъ (hard sign) at the 
ends of masculine words ending with a consonant. To process those words correctly, it 
would be reasonable to delete ъ at the ends of all such words. This is just a realistic way 
for a researcher, which allows correctly processing an enormous number of Russian 
words – practically all masculine nouns. 

We can find other systemic changes in spelling the words and correct the corpus 
accordingly in compliance with the current spelling rules. Replacing ancient orthogra-
phy with the modern spelling is adopted in RNC. This is reasonable, of course, for the 
studies only that do not focus on researching in ancient orthography. 

It is unreal, of course, to eliminate all the errors in a multibillion-word corpus. There-
fore, it would be reasonable to try and apply the recently-developed methods of work-
ing with noisy language data [31, 32]. 

7 Conclusion 

Creating very large specialized and multi-use text corpora is important for both theo-
retical and applied research in linguistics and allied areas of knowledge. Very large text 
corpora, especially diachronic ones, create fundamentally new opportunities for studies 
that just could not have been performed without them. GBN corpus presents very ac-
curately both the language changes and the processes occurring in the society and re-
flected in the language. This allows using this corpus in various humanities research. 
Diachronic corpora provide a researcher with the opportunities for both describing the 
language properties observed and reasonably predicting about their further develop-
ments. 
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Creating such corpora is an extremely complicated and labour-consuming activity, 
and the matters regarding the quality of the corpora created emerge inevitably. If texts 
recently published using computer-aided techniques are quite “pure,” then the ancient 
books and periodicals must be scanned followed by recognizing the characters, which 
inherently leads to errors in the corpus. In this paper, we have considered the case of 
the currently largest diachronic corpus, GBN. It is shown that the main errors of the 
earlier version have already been eliminated in the next version of the corpus. The re-
maining specific minor errors are invalidated in statistical computations on a big data 
array. However, for Russian, some problems persist, which are related to the ancient 
spelling and which it would be reasonable to solve. 

As to the most important issue regarding the balance/representativeness of GBN, the 
conceivable case for the fact has been made out that the corpus is highly balanced. GBN 
is specifically compared with RNC and GICR, which comparison has demonstrated 
their high consistency. The latest versions of spelling correction systems may be used, 
as well [33]. 
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