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Abstract  
This paper focuses on the task of extracting relations between entities in 

biomedical texts. This study aims to identify the most effective method for 

representing context between entities. We compare several context 

representation methods such as a bag of words representation, average word 

embeddings, sentence embedding, representations obtained by convolutional, 

recurrent neural networks, and bidirectional encoder representations from 

Transformers (BERT). We conduct a set of experiments on two benchmark 

corpora of patient electronic health records and scientific articles in English. 

As expected, thehighestclassificationresultswereobtainedwiththestate-of-

theart neural architecture BERT.  

1 Introduction  
Relation extraction is one of the crucial problems in the field of natural language processing and information 

extraction. Relation extraction aims to extract from unstructured text entities, which are semantically connected. 

Relation extraction is a main step for developing different systems in the fields of natural language processing, 

including, question-answering systems [34], ontology [41], information retriever [4]. In this paper, we focus on 

extracting relations from biomedical texts [32]. In the field of biomedical text processing, relation extraction is 

applied to extract adverse drug reaction and drug-related information [30], detecting protein-protein interactions 

[6], identifying the influence of chemical on disease [42].  

The context between two entities is essential for relation extraction. Two entities can be related that depends on 

the context between two entities. For example, in the passage of receipt given to a patient “Lorazepam 1 mg every 

6 hours in case of nausea, Omeprazole 20 mg in a day” nausea is the indication of Lorazepam; therefore entities 

Lorazepam and nausea are related to each other. However, in the sentence “Prochlorperazine 10 mg every 6 hours 

in case of nausea, Valacyclovir 500 mg 2 times a day, Lorazepam 1 mg in case of insomnia” the entities Lorazepam 

and nausea are not related.  

Inthispaper, we perfor man extensive comparison of context representation methods in order to identify the 

most effective method for relation extraction in the biomedical domain. We consider several methods of context 

representations: (i) a bag of words representation; (ii) averaged word embeddings from a word2vec model [27]; 

(iii) sentence embeddings from a sent2vec [7], (iv) representations obtained by convolutional neural networks 

(CNN) [22], long short-term memory (LSTM) [14], and bidirectional encoder representations from Transformers 

(BERT) [11]. We conduct a set of experiments on MADE and CDR corpora of texts from various sources. Natural  

Language Processing Challenge for Extracting Medication, Indication, and Adverse Drug Events from Electronic  

Health Record Notes (MADE) corpus consists of annotated electronic health records [16]. BioCreative V chemical  
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disease relation (CDR) corpus [42] includes annotations of scientific articles on a biomedical domain. This study 

examines the relationship between drugs and their attributes and between chemicals and diseases.  

2 Related Work  
There are various approaches to the problem of identifying related entities in biomedical texts [3,5,15,18,24,28, 

38]. Earlier works on relation extraction adopted frequency-based methods. This method calculates the frequency 

of the entities occurrences within the given context length. If the resulting number is greater than the specified 

threshold, then it is considered that the entities are related. The advantage of this approach is the simplicity of its 

implementation, no need for linguistic analysis and labeled sampling. However, the significant drawback of this 

approach is that it does not take into account the semantic interpretation of context between entities presented in a 

text.  

The template-based approach is grounded in finding a match for linguistic patterns, represented as regular 

expressions. Templates are generated automatically or manually based on context. The advantage of this approach 

is that there is no need for an annotated corpus. However, a wide variety of contests generates a large number of 

templates, which significantly reduces the quality of the system [8,12,35].  

The increase of annotated corpora of biomedical text number leads to experiments with machine learning 

methods to the problem of the relation extraction [2,19,20,31,36,39]. According to this approach, the context is 

encoded as the feature vectors. The most common features are:  

• bag of words: a feature vector that consists of the words before, after, and between entities;  

• part of speech tags: a feature vector consisting of parts of speech words before, after and between entities;  

• distance between the entities: the number of the words between the entities, the number of indicator 

wordsbetween the entities, for example, specific verbs that indicate the existence of a connection;  

• shortest syntactic tree path: the encoded shortest path from one entity to another in the syntactic parse tree.  

Recent relation extraction approaches are based on neural networks, where context and entities are encoded 

with word embeddings as an input [10, 25, 37]. Sahu et al. applied CNN for extracting relations from patients’ 

electronic health records [37]. The model utilized as input the whole sentence encoded with word embeddings. The 

obtained vectors sequentially passed through convolutional and dense layers. The results show that CNN can extract 

global features, which can give good context representation and improve the quality of the system. Lv X. et al. 

adopted autoencoder for context representation [25]. The experiments indicate that the proposed model is effective, 

and the method of optimizing functions by the deep learning model has great potential. Dandala et al. employed 

bidirectional long short term memory network with attention for extracting relations from electronic health records 

[10]. The proposed approach achieved 84% of F-measure.  

A review of the literature shows that machine learning models are the most widely used method, and the most 

common method for representing context is a bag of words. There are no studies that utilize sentence embeddings 

to solve the problem of context representations.  

3 Context Representation Methods  
Let context be text between two entities. For the evaluation, we select several approaches for context 

representation, ranging from the simplest methods, such as a bag of words and an average vector representation of 

words, to more complex, such as a vector representation of sentences, convolutional, and recurrent neural networks.  

A classifier takes the context representation between two entities as input and predicts whether it express a relation. 

Bag of words (bow) is one of the first models of text presentation, proposed by Zelling Harris in 1954 [13]. 

Currently, a bag of words is actively used for text classification and information retrieval. According to this model, 
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the number of occurrences of each word from the dictionary is calculated for the text, where the dictionary is a set 

of unique words of all the texts of the training dataset. The model does not take into account the word order in the 

text, which is one of its main disadvantages. Besides, the final text representation vector has a large dimension.  

The averaged word embeddings (word2vec) is calculated by summing the embedding of each word in the 

context divided by the total number of words in the context. Tomas Mikolov proposed the word embedding model 

in 2013 [27]. It is based on a neural network trained to predict a word by context on a large corpus of text, the 

hidden states of which are later used as vectors for words. The advantage of this model is the ability to consider the 

semantic meaning of the words. Thus, the vectors of words that are close in meaning will be close to each other in 

the vector space. However, this property can be lost on the text level due to averaging vectors. Also, this 

representation has a fixed dimension for all texts, equal to the length of the word embedding vector.  

Sentence embeddings (sent2vec) are one of the variations of word embedding representation model [33]. 

However, the neural network trains not only on separate words but also on word n-grams and the averaged 

embeddings for the words in a sentence. Thus, the model can better represent the semantic meaning of the sentence 

than a simple averaging of word embeddings.  

Convolutional neural network (CNN) is widely used for context modeling [17,21,22]. The network takes as an 

input a matrix E consisting of context words encoded with word embeddings. We apply a standard convolutional 

layer over the matrix E. It is followed by a global max-pooling layer to produce the text embedding:  

,  

where k ∈ Rv×d is a kernel matrix, v is the width of a kernel; B ∈ R(n−v)×d is a matrix composed of elements bij. The j 

axis is computed using different parallel kernels. The max operation is applied alongside the i axis.  

Thus, each neuron on the next layer is connected not with all neurons, but only with a small localized subset of 

neurons in the previous layer. This fact allows for identifying the most significant features for each of the input 

matrix fragments. The pooling layer is used to reduce the size of the feature map. Most often, the function of 

maxpooling or weighted average pooling is used.  

Recurrent neural network (RNN) is used to process sequential data such as time series or word sequences 

[26]. The network utilizes information from the previous network states, which is one of the critical advantages of 

this model. The model takes context words encoded with word embeddings as an input. At each step, the network 

calculates the weights using the word embedding vector and the output obtained at the previous step. We use the 

last cell state as the context representation. ys = cn,  

hi = RNN(wi,ci−1),  

  

where cn is the RNN memory state after reading the entire input sequence; hi is the RNN output produced using wi 

(a word embedding) and ci−1 (memory state from the previous time step) as inputs.  

BERT (Bidirectional Encoder Representations from Transformers) is a recent neural network model for NLP 

presented by Google [11]. The model obtained state-of-the-art results in various NLP tasks, including question 

answering, dialog systems, text classification, and sentiment analysis. BERT neural network based on bidirectional 

attention-based transformer architecture [40]. One of the main model advantages is the ability to give it a row text 

as the input. In our experiments, we calculated the averaged vector of each word in the context. We utilize a 

biomedical version of BERT called BioBERT [23].  
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4 Datasets  
We conduct experiments on two annotated corpora of biomedical texts: MADE [16] and CDR [42]. The overall 

corpora statistic is presented in Table 1.  

Table 1: The overall statistic of corpora.  

Corpus  # Relations  Avg. context len.  Max. context len. (in characters)  # Unique context words  

MADE  27 145  29.9  981  17 443  

CDR  3 013  167.1  1 021  16 197  

4.1 MADE corpus  

Indication and Adverse Drug Events from Electronic Health Record Notes (MADE) corpus consist of 1089 

anonymized electronic health records of patients with cancer [16]. Electronic records include an extract statement, 

inspectionresults, and othernotes. The corpus containsnine typesof entities andseven typesofrelations. Annotated 

entities can be divided into two groups: related to the disease or the drug. Entities of the first group: adverse drug 

reaction (ADE), a reason to use the drag (Indication), the severity of the disease (Severity), and other symptoms 

and diseases not included in previous groups (SSD). Entities related to drugs: name (Drug name), dose (Dose), 

duration of taking a drug (Duration), frequency of taking a drug (Frequency), route of taking a drug (Route).  

The corpus includes seven types of relationships, 4 of which are between the name of the drug and its attributes:  

• Drug name – Dose  

• Drug name – Route  

• Drug name – Frequency  

• Drug name – Duration  

• Drug name - Indication  

• Drug name - ADE  

• SSD - Severity, includes the relationship between the severity of the disease and all types of entities 

includedin the group of diseases: ADE, Indication, SSD.  

Entities in relations can be found both in one sentence and indifferent ones. The corpus is divided into training 

and test subsets.  

4.2 CDR corpus  

The CDR corpus was developed for the BioCreative V competition [42]. The corpus consists of abstracts of 

scientific articles collected from the PubMed resource. The corpus annotations contain the entities denoting 

diseases (Disease) and chemical preparations (Chemical), and the relations between these entities. The corpus is 

divided into three subsets: training, test, and development. In this work, the training and development subsets are 

combined into one common train subset; the model is evaluated on a test subset.  

4.3 Generation of negative examples for training  

Manual annotations in both corpora contain only positive examples, denoting related entities. It is necessary to 

generate negative examples to train models for binary classification. For each entity, we obtained a set of candidate 

entities following the rules from [16]: the number of characters between the entities is smaller than 1000, and the 

number of other entities that may participate in relations and locate between the candidate entities is not more than 

3. These restrictions allow to reduce infrequent negative pairs and mitigate the imbalanced class issues, while more 

than 97% of the positive pairs remain in the MADE dataset, and 100% remain in CDR corpus.  

5 Experiments and Results  
We applied word vectors trained on the texts of PubMed and PMC resource articles and Wikipedia texts [29] 

for the average vector of context representations. The length of the vectors is 200. The vocabulary coverage is 93% 
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for CDR and 89% for the MADE corpus. For sentence, embeddings were obtained from the BioSentVec model, 

pre-trained on the text corpus consisting of articles from the PubMed resource and electronic patient cards of the 

MIMIC-III base [7]. The model is trained on bigrams, with a window size of 20 words, the length of the resulting 

vectors is 700.  

We utilized freezed weights from the last layer of BioBERT model [23]. BioBERT * was initialized with 

General-domain BERT and in addition pre-trained on PubMed abstracts (PubMed) and PubMed Central full-text 

articles (PMC) (version: BioBERT v1.0 (+ PubMed 200K + PMC 270K)).  

Following [21], we trained convolutional neural network with the following parameters: the number of layers 

is 3, the size of the layer filters are 5, 4, 3, the number of epochs is 10, the batch size is 32, the weights for classes 

is 0.7 for related entities, and 0.3 for unrelated entities. A recurrent neural network was trained with the following 

parameters: the number of hidden states is 200, the dropout is 0.2, the number of epochs is 20, the size of the input 

data block is 64, the weight for the classes is 0.75 for entities that have a connection and 0.25 for unrelated entities. 

All implementation is based on Keras and TensorFlow libraries [1,9].  

We employed a support vector machine (SVM) as a classifier. The classifier takes as an input various context 

representationssequentially. Theclassifierwasevaluatedwithstandardmetrics: precision(P),recall(R),F-measure (F). 

The results are presented in Table 2.  

Table 2: Results of SVM with different context presentations.  

Method  

MADE  CDR  

P  R  F  P  R  F  

bow  .878  .573  .693  .395  .341  .367  

word2vec  .760  .800  .779  .557  .312  .400  

sent2vec  .894  .873  .883  .437  .376  .405  

CNN  .725  .825  .772  .446  .334  .382  

RNN  .482  .404  .440  .297  .516  .377  

BERT  .929  .882  .905  .473  .385  .424  

According to the results, all models outperformed the baseline results of the bag of words model, which obtained 

69.3% and 36.7% F-measures on MADE and CDR corpora, respectively. The best method of context representation 

is BERT for both corpora. This model achieved 90.5% and 42.4% of F-measures on MADE and CDR corpora, 

respectively. The averaged sent2vec method performed the second results. For the CDR corpus, the difference 

between sent2vec and BERT models is 1.9, while on the MADE corpus, the difference is 2.2%, which is more 

significant. CNN outperformed the RNN on MADE and CDR corpora on 33.2%, while the result for CDR corpus 

state on par. The highest results in terms of precision and recall for CDR corpus was achieved by averaged word 

embeddings method (55.7% of precision) and recurrent neural network (51.6% of recall). On the MADE corpus, 

the highest results of precision and recall were achieved with the BERT model (92.9% and 88.2%, respectively).  

The results show that the F-measure on the MADE corpus is higher than on the CDR corpus in common. Such 

a difference in results could be due to the MADE corpus has significantly more examples of relations, which allows 

the classifier to learn the parameters better and make a better classification.  

  
* This model is available at https://github.com/naver/biobert-pretrained.  
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6 Conclusion  
In this paper, we have investigated several methods for representing the context in the task of extracting 

relations between biomedical entities. The study aims to identify the most effective methods of context 

representation. The experiment results showed that the BERT model performed the highest results. In the future, 

we plan to evaluate models considered in the article for the protein-protein relation extraction task.  
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