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Abstract. In this study, Earth’s magnetic field signals have been investigated to 

determine mobile user’s location. In theory, Earth’s magnetic field does not 

change during the day at a certain point. But, the various noise effects that are 

exposed during the measurement causes deviations in the measured signal. In 

this study; Kalman Filter, LOESS, Savitzky-Golay filters are adapted with two 

different approaches to purge Earth’s magnetic field values from noise. K-

Nearest Neighbour and Random Forest models have been trained with filtered 

signals and the locations of the mobile user are determined. Relevant systems 

have been tested by using RFKONDB which is existed in literature. The pur-

pose of this study is to measure how these filters should be adapted to an 

Earth’s magnetic field based indoor localization systems. Digital sensors, which 

are integrated mobile devices, can use different measurement techniques. In a 

heterogeneous environment, noise reduction filters can show a different effect.  

Two different test scenarios and two different noise reduction models, with the 

3 noise reduction techniques, are developed to find the best case. 

Keywords: Earth's Magnetic Field, Indoor Localization, Device-Free, Device-

Dependent, Signal filter, Kalman, Savitzky-Golay, Locally Weighted Scatter 

Plot Smooth (LOESS) Filter 

1 Introduction 

Indoor localization is particularly difficult due to the high dynamics and obstacles of 

the environment. Therefore, there is no generally accepted positioning system in in-
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door areas. The methods used for localization in closed areas are considered as deter-

ministic and probabilistic methods [1]. In deterministic methods, Triangulation and 

Trilateration methods are included. Probability methods include Particle Filter, Hid-

den Markov Model, Histogram Method, Kernel Learning method, but the most com-

monly used method is Fingerprinting. The fingerprinting method consists of two 

phases: online and offline. Using the data collected during the offline phase, the signal 

map of the environment is generated. In the online phase, the data collected from the 

mobile user is compared with the data in the signal map to determine the location of 

the mobile user. Fingerprinting method often uses WiFi, BLE, RFID, Infrared and 

Earth's magnetic field data [2]. It is particularly important that an indoor localization 

technique must not have a high-cost infrastructure. Technologies such as WiFi, BLE, 

and RFID, which are frequently used for indoor localization, need infrastructure in-

stallation and hardware support inside the building. For this reason, in this study posi-

tion of a mobile user has been determined by using the geomagnetic field (Earth’s 

magnetic field) information. The determination of the Earth's magnetic field values is 

first carried out in 1600 by William M. Gilbert in the book “De Magnete” [3] [4]. The 

magnetic field that surrounds the Earth is formed by the rotation of the Earth through 

the nickel outer structure of the outer core of the Earth and the liquid iron contained 

therein [5].  

At first glance, it seems to be the most logical way to use the Earth's electromag-

netic field values in the design of a generally accepted indoor positioning system with 

a unique magnetic field value in every part of the Earth. However, the Earth's magnet-

ic field information cannot be accurately measured due to disturbances caused by 

ferromagnetic objects in indoor locations [6]. Smartphones are often used for locating 

mobile users, especially in indoor areas. However, the sensors in mobile phones are 

exposed to two basic effects, which are hard and soft iron due to their hardware struc-

ture and which makes it difficult to accurately measure the electromagnetic values of 

the Earth. 

At the same time, electromagnetic signals collected from an environment are ex-

posed to the hard-iron effect caused by substances such as nickel-cobalt in the envi-

ronment. According to this, it is aimed to eliminate the noise values in measured sig-

nals to create an indoor localization system independent from infrastructure hardware 

by using the magnetic field values of the Earth. For this purpose, the RFKONDB[7] 

signal map is used. The Earth’s magnetic field data is evaluated in a pre-processing 

step to be cleared of noise. Although there are different signal noise reduction meth-

ods [8], Kalman filter, Loess Filter and Savitzky-Golay Filter (SGF) are preferred in 

pre-process phase. Two different pre-processing model, Device-Free filtering and 

Device-Depended filtering, are proposed for analyzing noise effects.  
The organization of the paper is as follows: In Chapter 2, indoor localization stud-

ies carried out by using Earth’s magnetic field values are detailed. The signal maps, 

filtering methods, filtering approaches and test scenarios used in the study are de-

scribed in detail in Chapter 3.  Finally, test results obtained from test scenarios are 

presented in Chapter 4. 



 

2 Related Works 

The use of earth's magnetic field signals in indoor localization systems provides a 

powerful approach, which can be designed completely without infrastructures and 

allows for continuous positioning. The design is difficult due to the electromagnetic 

noise in the environment affects the sensor measurements of electromagnetic data.  

A fingerprint-based approach is proposed in the AMID [9] system, and the noise 

on the Earth's magnetic field values obtained in the online phase is classified using the 

Deep Learning method after noise is reduced by using Smoothing Filter. [10] propos-

es a fingerprinting based method that uses Earth's magnetic field values for indoor 

localization. EMF data are calibrated to reduce the noise from original EMFV 

obtained in the online phase and the location is determined by using Likelihood ap-

proach. [11] proposes a system that compares EMF valuesin the signal map by using 

the Gaussian Function. [12] determine locations using the Nearest Neighbourhood 

with Root Mean Square in their fingerprint-based study. [13] separate each grid in the 

signal map into sub-grids and detect similar mobile user with similarity calculation 

with an error of 3.3m.  [14], the test area is divided into a stable and fluctuating area; 

positioning in indoor area is realized by using Earth’s magnetic field. In related study, 

a mobile user is determined by an average of 3 m error. [15] obtain the feature extrac-

tion methods on the EMF values that 46 features are reduced to 5 features obtained by 

using the genetic algorithm, the possibility of the correct location detection of the 

mobile user is increased from 78.3% to 85.8%.  

[16] used the magnetic field data to test the performance of the Particle Filter, Arti-

ficial Neural Networks and the FPM-MI proposed by the authors. In the proposed 

FPM-MI algorithm, it was measured by the nearest neighboring Euclidean distance 

from each sampling in the magnetic signal map using the KNN method. Measure-

ments performed with accelerometers and gyroscopes in order to reduce errors that 

may be included in the magnetic signals have been used in the regulation of the posi-

tion information. They predicted k paths through accelerometers and gyroscopes. 

Selection of the proposed route estimations was performed by particle filtering the 

information received from INS. Position detection was performed with an average of 

90% probability and an accuracy of 1.1m.  

[17] obtained an average accuracy of 1.06m using Recurrent Neural Network as a 

classification method in their fingerprint-based studies. [18] compared the classifica-

tion methods KNN, MLE, and Naive Bayes by using Earth’s magnetic field values on 

RFKON dataset they created.  As a result of their tests, they determined that the 

methods can determine a mobile user’s position with an accuracy of less than 6m with 

an average probability of 70%. [19] measured positioning performance using the 

Kalman Filter on the data they are collected via smartphones. In the tests performed, 

it is seen that a positioning error up to 40m is obtained with an average of 9.5m. The 

Kalman Filter is used based on the PDR technique and is used to estimate the position 

of the moving user in the EMFV and images collected by the smartphones in their 

fingerprint-based mobile user monitoring system. They have created a step-by-step 

model with gyroscope and accelerometer information collected via smartphones. The 

information in the step model they created is evaluated in artificial neural networks to 



obtain the necessary attributes and then to perform positioning using a context-aware 

particle filter on a server.  Tests are carried out in four different areas. In the position-

ing tests performed using only EMFV accuracy below 1 m is achieved with a proba-

bility of 77%. By using the author’s proposed method, accuracy below 1m is obtained 

with a 91% probability. 

3 Methodology 

 In this section, methods are introduced detailed. 

3.1 K-Nearest Neighbors Classification Algorithm 

K-Nearest Neighbour technique is a machine learning algorithm that has an easy 

implementation. It is a classification model based on finding the similarity rates be-

tween samples. The distance between samples is calculated with a Euclidean distance 

formula. If it is considered x=x1, x2, …, xn and y=y1, y2, …, yn as two samples taken 

from indoor areas the Euclidean distance calculation is presented in Equation 1. 

                                      (1) 

Large Euclidean distance symbolizes that two samples are like each other, while a 

smaller distance symbolizes that two samples are less resembled. To classify sample 

data; The Euclidean distance value for all points in the data set is calculated. It is clas-

sified according to the majority vote of the nearest K neighbors. 

3.2 Random Forest Algorithm 

Random Forest is a tree-based classification method. It creates multiple decision trees 

in the dataset to be used for classification. The forest is formed with more than one 

decision tree. In the obtained forest, the subclass that represents the best value in the 

dataset is selected and graded. The decision tree algorithm tries to solve the problem 

by using tree representation. Each internal node of the tree corresponds to an attribute, 

and each leaf corresponds to the node class label. It places the best attribute of the 

dataset on the tree root. The subset divides the training set. Each subset is created to 

contain data that has the same value for an attribute. This process is done for all 

branches of the tree. 

The primary challenge in implementing a decision tree is to determine which at-

tributes should be considered as the root node and count of levels. The feature selec-

tion approach is adapted for this. Gini Index, entropy and twoing are metrics to de-

termine how often a randomly selected item is detected incorrectly. 



 

3.3 Kalman Filter 

The Kalman filter is described as one of the most important discoveries of the 20th 

century. Although it is named as a filter, it is used in linear systems for estimating the 

next step. With its recursive structure (re-inputting the outputs into the filter) is the 

only filter that minimizes the estimation error in the existing filters. The Kalman filter 

has two equations for estimation and correction [20].  Prediction equation is presented 

in Equation 2. 

                                      (2) 

                 (3) 

 

The measurement value of a signal is obtained in the previous case . The con-

trol signal  and  are the previous operational noises. A, B and H are general 

representations of matrices. These values can be treated as numerical numbers. The A 

matrix is the state transition model, the B matrix is the control model, the H matrix is 

the measurement model. The measurable value of a signal is presented in Equation 3. 

3.4 Svatzkiy Golay Filter (SGF) 

Savitzky-Golay Filter (SGF) is presented in 1964 by Abraham Savitzky and Mar-

cel J. E. Golay [21]. filtering techniques are used on average tend to flatten and ex-

pand peaks in the data spectrum. It has been developed to reduce the noise in the data 

and to ensure that the characteristics of the distribution such as relative maximum or 

minimum. In digital filtering, the following formula is used in order to smooth the 
average of the data 2n+1 neighbor at (yk

) point k. 

  (4) 

In the SGF filter, the data is matched to a polynomial using its (2n + 1) neighbors. 

The width of the filter used is also called the window width. Smoothing is continued 

by sliding the window. 

3.5  Locally Weighted Scatter Plot Smooth (LOESS) Filter 

LOESS is one of the most popular kernel type smoothing filters. The LOESS filter is 

a nonparametric method for estimating regression surfaces and has great flexibility. 

There are no global assumptions about the parametric form of the regression surfaces. 

LOESS fits nonparametric models, supports the use of multidimensional data, sup-

ports multiple dependent variables and performs iterative reweighting to provide ro-

bust fitting when there are outliers in the data [22]. 



Assume that i=1,…, n and Yi   represents the measurement value of the 

corresponding xi where f(x) represents an unknown function and  represents a ran-

dom  error in the observations  or variability from sources not included in the  . 

  

The regression function f(x) can be locally approximated by the value of a function in 

some specified parametric class. Such a local approximation is obtained by fitting a 

regression surface to the data points within a chosen neighborhood of the point x [23]. 

LOESS is ideal for modeling complex processes as a very flexible filter. But it re-

quires very large and densely sampled datasets to produce good models. Increasing 

the size of the dataset results in increases experimental costs.  

3.6 Proposed Model 

In this study, the effect of noise reduction/cleaning filters, which can be used in the 

localization/positioning systems based on Earth’s magnetic field values in indoor 

areas, is investigated. In theory, the Earth’s magnetic field may change in time re-

ferred to as short-term and long-term deviations.  Long-term deviations caused by 

solar flares, the axis of the earth, etc. which are and ignored in this study. Short-term 

deviations caused  

 

 

Fig. 1. Device-Free signal filtering model. 

by the metal effects. We propose two different approaches: Device-Free and Device-

Depended to clear/reduce the noise from the measured signals. Deviations caused by 

mobility, by building materials such as iron, nickel, etc. in the indoor area are consid-

ered as noise. To reduce the noise, it is recommended to filter only measurements at 

the reference points, as independent from the measuring devices. According to our 

theory, the magnetic field signals at the reference points should not change during the 



 

day and the deviation in the signals could be within a certain range. To examine this 

theory, signal measurements are grouped according to the reference points.  the signal 

measurements in each group (DB k=1,…, n )  are subjected to filtering independent 

from the measured device information shown in Fig 1. The signal map obtained after 

filtering (DBkfiltered) is used for the training of the positioning model. 

The Device-Depended approach recognizes that the noise source in the signals 

originates from the digital sensors of the devices which are used for measurements. 

The digital sensors are developed with four different approaches. Hence, the signal 

filtering process should be designed according to the device. The signal map (Fig. 2.) 

is divided into groups k=1,…, n). Each subgroup data is grouped again accord-

ing to the device information. The measurements of each device are filtered, and the 

noise is reduced. Then, it is used to train the positioning models. 

70% of the signal maps are used in the training of KNN and RF positioning mod-

els. The remaining 30% of the dataset is used to test the models. Accuracy rates of the 

models are calculated according to the estimations on the test data. Accuracy is calcu-

lated by finding the percentage ratio of the correct estimates in the submitted test data 

size to the total test data size. In a well-trained model, high accuracy is expected. Two 

different test scenarios (Fig. 3) are proposed to test the models that are trained in this 

study. 

In Scenario 1, user can measure magnetic field signals of the Earth and the meas-

urements are sent to the filtering unit.   This filtering unit may be located on a remote 

server or integrated into a mobile device.  The related unit reduces noise according to 

the filtering approach. Noise-free signals are transmitted to the positioning module.  

The positioning module is a unit where the user's position is determined. The speci-

fied position information is transmitted to building supervisor, user or to another ap-

plication. In this scenario, processing time for determining the user's location is repre-

sented as ∆t.  

  (5) 



 

Fig. 2. Device-Depended filtering model 

∆t is depended on filtering processing time and classification time (Eq. 6). In Sce-

nario 2, user measures the magnetic field signals with his/her mobile device. The 

measured data is transmitted to the positioning module without any filtering process. 

The positioning module detects the position of the user and delivers to the relevant 

units.  

 

 



 

Fig. 3. Test scenarios 

Delays in the network are ignored in both models. For the same positioning model, 

the absence of filtering time in Scenario 2 seems advantageous in terms of decreasing 

processing time.  

4 Test results  

In this study, RFKONDB is used which is obtained by the fingerprinting technique. 

Measured area of The RFKONDB is divided into 1.2 x 1.2 m2 squares and signals are 

captured from in the middle of related squares.  Fingerprinting signal maps are divid-

ed into two parts as 30% for testing and 70% for training. Training data is used to 

train KNN and RF methods. Test data is used to test the accuracy of the trained mod-

els. While creating fingerprint signal maps, NaN values are not used in the training 

phase of the models. The number of neighbors in the KNN method is 1. In the RF 

method, the nodes of the tree are selected according to the Gini index.  

The accuracy values obtained localization models by using the RFKON dataset 

with the Device-Free filtering approach are given in Table 1. Cross-validation accura-

cy rates obtained as 95% by using KNN and RF as classification methods.   

In the Device-Free filtering approach, the accuracy rates of the models by using 

Kalman filter and SGL filter have decreased. The LOESS filter did not change the 

accuracy of the model but it is observed that Test Scenario 2 is more successful than 

the original situation. Test Scenario 2 reduces localization processing time because it 

contains unfiltered test data. Therefore, the LOESS filter is an advantageous filtering 

method. 

Table 1. RFKONDB Device-Free Filtering Test Results 

Filter Met-

hod 

10K Cross 

Validation 
Validation 

Data 

Type 

Validation 

Results 

KNN RF KNN RF 

Original 

Data 
0.95 0.95 Scenario 2 0.95 0.95 

Kalman  0.88 0,87 
Scenario 1 0.89 0.88 

Scenario 2 0.95 0.88 

LOESS  0,95 0.95 
Scenario 1 0.95 0.95 

Scenario 2 0.96 0.98 

SGF 0.92 0.90 
Scenario 1 0.92 0.90 

Scenario 2 0.95 0.94 

 

 



 

Fig. 4. 3D representation of RFKONDB signal map (top-left), Device-Free approach results by 

using SGF (top-right) and LOESS filter (below)  

 

Device-Depended approach advocates that the cause of the noise in the signals is 

due to the measurements of the digital sensors. Therefore, to observe the accuracy 

rates of the filters, 6 different devices are used in the RFKON dataset. The signal 

measurements of the devices are grouped and filtered according to the device id val-

ue. The KNN and RF positioning models are trained by using 70% of the signal map 

obtained after filtering. The test results are shown in Table 2. The device-depended 

approach increased the accuracy of models. The Kalman filter is the most successful 

noise removal filter in this approach. 98% accuracy is obtained in the KNN and RF 

method SGF showed similar performance results to the Kalman filter. A decrease in 

accuracy values is observed in Test Scenario 2 by using Kalman and SGF in pre-

process phase. It is observed that the models trained after LOESS filter are more suc-

cessful in Test Scenario 2. Especially the RF method is a very successful localization 

method with a 98% accuracy rate.  

Table 2. RFKON Device-Depended Filtering Test Results 

Filter Met-

hod 

10K Cross 

Validation 
Validation 

Data 

Type 

Validation 

Results 

KNN RF KNN RF 

Original 0.95 0.95 Scenario 2 0.95 0.95 



 

Data 

Kalman  0.98 0.98 
Scenario 1 0.99 0.99 

Scenario 2 0.95 0.87 

LOESS  0.95 0.95 
Scenario 1 0.95 0.95 

Scenario 2 0.96 0.98 

SGF 0.97 0.98 
Scenario 1 0.97 0.98 

Scenario 2 0.96 0.93 

 

The highest accuracy in the proposed localization models trained with RFKONDB 

data set is obtained by using SGF and LOESS filters with the Device-Free approach. 

Fig. 4 shows the 3D graph of the original measurements in the RFKONDB signal map 

and the 3D graph after the SGF and LOESS filters are used. Same colored dots sym-

bolize measurements taken from the same reference points. The SGF and LOESS 

filters are provided similar results. When both filters are examined, it is seen that 

some measurements between the color groups are considered as noise and cleaned. 

5 Conclusion 

In this study; the filtering methods which are developed to clean the noise from the 

Earth’s magnetic F]ield signal values and their usage with positioning models have 

been investigated. For this reason, Kalman filter, LOESS and SGF filters, which are 

frequently used for cleaning the signals, are preferred. Fingerprinting technique is 

chosen as the method of indoor positioning. In the fingerprinting technique, signals 

are measured with different devices from the same reference points and these meas-

urements are used to create signal maps. Two different approaches have been studied 

to reduce/clear the noise in the signals. The first approach; the noisy measurements in 

the signals are based on the digital sensor which is used to collect signals and there-

fore the measurements of each device are filtered independently, and the fingerprint 

map is generated. The relevant approach is called Device-Depended. The second ap-

proach, called Device-Free, is intended to clean the measurement noise from the envi-

ronment, depending on the time taken at the reference point. All the signals in the 

fingerprint map at the same reference point are passed through the respective filters 

together.  The main purpose of this approach is to collect signal measurements at a 

reference point in a narrower range. KNN and RF algorithms are used in the localiza-

tion phase. In order to realize the proposed positioning models, RFKONDB signal 

map is used. Two different test scenarios have been proposed to compare the accuracy 

of the developed systems. Obtained test results are analyzed and the propositions 

related to these analyses are presented. 

The accuracy of the models tested with 10k cross-validation and the validity of the 

test data and the models are calculated. Two different scenarios are developed for 

validation test data. In the first scenario, a filtered validation data set is presented to 

the models that are trained with the filtered data set. The aim is to present the data to 

be used in the determination of the user position by eliminating the noise with the 
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same filter. In this scenario, the processing time of the data spend on filtering is dis-

advantageous. The second scenario includes the transmission of measurements from 

the user whose location is to be determined without any pre-processing. Although it is 

advantageous in terms of time, its positioning success decreases due to noisy meas-

urements caused by digital sensors. 

In the Device-Free approach, by using the RFKONDB data set, the success of the 

models proposed by the Kalman Filter has decreased. The SGF filter reacted similarly 

to the Kalman filter. When using the LOESS filter, the accuracy is not affected. We 

recommend using the LOESS and SGF filters for indoor positioning methods in the 

Device-Free approach.  

In the Device-Depended approach, it has been observed that all filters increase po-

sitioning accuracy. The highest accuracy value found at 99%. With this approach, we 

recommend that the Kalman filter and the KNN positioning model to be created ac-

cording to Scenario 1 for the positioning model performed by filtering. 

In both approaches, it has been observed that validation data (Scenario 1) should 

also be filtered. It can be provided to send the data to the model after filtering on the 

mobile user's device where the location would be determined. It is also possible to 

filter the measurement data of the same user after being sent to a central server. Due 

to the development of technology; due to the usage of fast and powerful hardware the 

filtering process time has ceased to be a major problem. If the positioning model 

based on Scenario 2 would be created, it is observed that the most suitable filter 

would be LOESS filter. The accuracy rate obtained from models developed by using 

this filter is higher than the unfiltered validation test results. Especially the usage of 

the RF method with the LOESS filter is recommended. 
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