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Abstract. Curating text manually in order to improve the quality of au-
tomatic natural language processing tools can become very time consum-
ing and expensive. Especially, in the case of query-based extractive online
forum summarization, curating complex information spread along multi-
ple posts from multiple forum members to create a short meta-summary
that answers a given query is a very challenging task. To overcome this
challenge, we explore the applicability of microtask crowdsourcing as a
fast and cheap alternative for query-based extractive text summariza-
tion of online forum discussions. We measure the linguistic quality of
crowd-based forum summarizations, which is usually conducted in a
traditional laboratory environment with the help of experts, via com-
parative crowdsourcing and laboratory experiments. To our knowledge,
no other study considered query-based extractive text summarization
and summary quality evaluation as an application area of the microtask
crowdsourcing. By conducting experiments both in crowdsourcing and
laboratory environments, and comparing the results of linguistic qual-
ity judgments, we found out that microtask crowdsourcing shows high
applicability for determining the factors overall quality, grammaticality,
non-redundancy, referential clarity, focus, and structure & coherence.
Further, our comparison of these findings with a preliminary and initial
set of expert annotations suggest that the crowd assessments can reach
comparable results to experts specifically when determining factors such
as overall quality and structure & coherence mean values. Eventually,
preliminary analyses reveal a high correlation between the crowd and
expert ratings when assessing low-quality summaries.

Keywords: digitally curated text · microtask crowdsourcing · linguistic
summary quality evaluation

1 Introduction

With the widespread usage of the world wide web, crowdsourcing has become
one of the main resources to work at so-called “micro-tasks” that require human
intelligence to annotate text or solve tasks that computers cannot yet solve and
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connect to external knowledge and expertise. In this way, a fast and relatively
inexpensive mechanism is provided so that the cost and time barriers of qual-
itative and quantitative laboratory studies and controlled experiments can be
mostly overcome [15, 12].

Although microtask crowdsourcing has been primarily used for simple, inde-
pendent tasks such as image labeling or digitizing the print documents [20], few
researchers have begun to investigate the crowdsourcing for complex and expert
tasks such as writing, product design, or Natural Language Processing (NLP)
tasks [19, 34]. Especially, empirical investigation of different NLP tasks such as
sentiment analysis and assessment of translation quality in crowdsourcing has
shown that aggregated responses of crowd workers can produce gold-standard
data sets with quality approaching those produced by experts [31, 1, 28]. Inspired
by these results, we propose using microtask crowdsourcing as a fast and cheap
way of curating complex information spread along multiple posts from multiple
forum members to create a short meta-summary that answers a given query
along with the quality evaluation of these summaries. To our knowledge, only
prior work by the authors themselves has considered the query-based extractive
forum summarization and linguistic quality evaluation of query-based extractive
summarization as an application area of micro-task crowdsourcing, without fi-
nalizing the decision on crowdsourcing’s appropriateness for this task [16]. To
fill this research gap, we focus on the subjective linguistic quality evaluation of
a curation task containing the compilation of online discussion forum summa-
rization by conducting comparative crowdsourcing and laboratory experiments.
Given such a meta-summary encompassing all forum posts aggregated and sum-
marized towards a certain query can reach high quality results, both human and
automated search as well as summary embedding in different contexts can be-
come a much more valuable mean to raise efficiency and accuracy in information
retrieval applications.

In the remainder of this paper, we answer the research question “Can crowd
successfully create query-based extractive summaries and asses the overall and
linguistic quality of these summaries?” by conducting both laboratory and crowd-
sourcing experiments and comparing the results. Following, as preliminary re-
sults, we compare laboratory and crowd assessments with an initial data set
of expert annotations to determine the reliability of non-expert annotations for
summary quality evaluation.

2 Related Work

2.1 Evaluation of Summary Quality

The evaluation of summary quality is crucial for determining the success of any
summarization method, improving the quality of both human and automatic
summarization tools and as well for their commercialization. Due to the subjec-
tivity and ambiguity of summary quality evaluation, as well as the high variety
of summarization approaches, the possible measures for the summary quality
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evaluation can be broadly classified into two categories: extrinsic and intrinsic
evaluation [17, 32].

In extrinsic evaluation, the evaluation of summary quality is accomplished
on two bases: content responsiveness which examines the summary’s usefulness
with respect to external information need or goal basis, and relevance assessment
which determines if the source document contains relevant information about the
user‘s need or query [26, 5]. The extrinsic measures are usually assessed manu-
ally with the help of experts or non-expert crowdworkers. In intrinsic evaluation,
the evaluation of the summary is directly based on itself and is often done by
comparison with a reference summary [17]. Two main approaches to measure
the intrinsic quality are the linguistic quality evaluation (or readability evalu-
ation) and content evaluation [32]. The content evaluation is often performed
automatically and determines how many word sequences of reference summary
are included in the peer summary [21]. In contrast, linguistic quality evaluation
contains the assessment of grammaticality, non-redundancy, referential clarity,
focus, structure and coherence [6].

Hence, there are widely used automatic quality metrics developed to measure
the quality of a summary such as ROUGE which offers a set of statistics (e.g.
ROUGE-2 which uses 2-grams) by executing a series of recall measures based on
n-gram co-occurrence between a peer summary and a list of reference summaries
[21, 33]. These scores can only provide content-based similarity based on a gold
standard summary created by an expert. However, linguistic summary quality
features such as grammaticality, non-redundancy, referential clarity, focus, and
structure & and coherence, can not be assessed automatically in most cases [32].
The existing automatic evaluation methods for linguistic quality evaluation are
rare [22, 29, 9], often do not consider the complexity of the quality dimensions,
and can require language-dependent adaptation for the recognition of very com-
plex linguistic features. Therefore, linguistic quality features should be assessed
manually by experts, or not evaluated at all due to the time and cost efforts. So,
there are still new manual quality assessment methods needed in the research of
summary quality evaluation.

In this paper, we focus on intrinsic evaluation measures, especially on the lin-
guistic quality evaluation as defined in [6], performed under both crowd-working
and laboratory conditions.

2.2 Crowdsourcing for Summary Creation and Evaluation

In recent years, researchers have found that even some complex and expert tasks
such as writing, product design, or NLP tasks may be successfully completed by
non-expert crowd workers with appropriate process design and technological
support [19, 3, 2, 18]. Especially, using non-expert crowd workers for NLP tasks
which are usually conducted by experts has become one of the research interests
due to the organizational and financial benefits of microtask crowdsourcing [18,
7, 4].

Although crowdsourcing services provide quality control mechanisms, the
quality of crowdsourced corpus generation has been repeatedly questioned be-
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cause of the crowd worker‘s inaccuracy and the complexity of text summariza-
tion. Gillick and Lui [14] have shown that non-expert crowdworkers can not pro-
duce summaries with the same linguistic quality results as the experts. Besides,
Lloret et. al. [23] have conducted a crowdsourcing study for corpus generation
of abstractive image summarization and their results suggest that non-expert
crowdworkers perform poorly due to the complexity of summarization task and
non-motivation of crowdworkers. However, El-Haj et.al. [8] have shown that
Amazon’s Mechanical Turk (AMT)1 is appropriate for carrying out summary
creation task of human-generated single-document summaries from Wikipedia
and newspaper article in Arabic. One reason for different results regarding the
appropriateness of crowdsourcing for summary evaluation may be that these
studies have concentrated on different kinds of summarization tasks such as ab-
stractive image summarization or extractive generic summarization which leads
to varying levels of task complexity.

Focusing on summarization quality evaluation, the application of crowdsourc-
ing has not been explored as thoroughly as for other NLP tasks, such as transla-
tion [24]. However, the subjective quality assessment is needed to determine the
quality of automatic or human-generated summaries [30]. Using crowdsourcing
for subjective summary quality evaluation provides a fast and cheap alternative
to the traditional subjective testing with experts but the crowdsourced anno-
tations must be checked for quality since they are produced by workers with
unknown or varied skills and motivations [27, 25].

Only, Gillick and Lui [14] have conducted various crowdsourcing experi-
ments to investigate the quality of crowdsourced summary quality evaluation
and showed that non-expert crowdworkers can not evaluate the summaries as
good as experts. Also, Iskender et. al.[16] have carried out a crowdsourcing study
to evaluate the summary quality, showing that experts and crowd workers cor-
relate only assessing the low quality summaries. Gao et.al. [13], Falke et.al. [10],
and Fan et. al. [11] have used crowdsourcing as a source of human evaluation
to evaluate their automatic summarization systems, but not questioned the ro-
bustness of crowdsourcing for this task.

Therefore, more empirical studies should be conducted to find out which
kind of summarization evaluation tasks are appropriate for crowdsourcing, how
to design crowdsourcing tasks appropriate to crowd workers, as well as how to
assure the quality of crowdsourcing for summarization evaluation.

3 Experimental Setup

3.1 Data Set

We used a German data set of crowdsourced summaries created as the query-
based extractive summarization of forum queries and posts. These forum queries
and posts originate from the forum Deutsche Telekom hilft where Telekom cus-
tomers ask questions about the company’s products and services and the ques-
tions are answered by other customers or the support agents of the company.

1 http://www.mturk.com.
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This summary data set was already annotated using a 5-point MOS in a
previous crowdsourcing experiment. After aggregating the three different judg-
ments per summary with a majority voting in this experiment, the quality of
these summaries was ranging from 1.667 to 5. Based on these annotations, we
allocated 50 summaries within 10 distinct quality groups ranging from lowest
to highest scores (lowest group [1.667, 2]; highest group (4.667, 5]) each repre-
sented by five summaries to generate stratified data of widely varying qualities.
The average word count of these summaries was 63.32, the shortest one with
24 words, and the longest one with 147 words. The corresponding posts had an
average word count of 555, the shortest posts with 155 words, and the longest
with 1005 words. Accordingly, the average length of customer queries was 7.78,
the shortest one with 4 words, and the longest with 17 words.

3.2 Crowdsourcing Study

All the crowdsourcing tasks were completed using Crowdee platform2. For the
crowd worker selection, we used two different tasks: German language proficiency
screener provided by the Crowdee platform and a task-specific qualification job
developed by the author team. We admitted only crowd workers who passed the
German language test with a score of 0.9 and above (scale [0, 1]) to participate
in the qualification job.

In this qualification task, we gave explanations about the process of extractive
summary crafting and asked the crowd workers to rate the overall linguistic and
content quality of four reference summaries (two very good, two very bad) whose
quality were already annotated by experts on a 5-point MOS scale using the
labels very good, good, moderate, bad, very bad. Expert scores were not shown
to the participants. For each rating matching the experts’ rating crowd workers
earned 4 points. For each MOS-scale point deviation from the expert rating,
crowd workers earned a point less, so increasing deviations from the experts’
ratings were linearly punished.

We paid 1.2 Euros for the qualification task and its average compilation
duration was 417 seconds, ca. 7 minutes. The qualification task was online for one
week. Out of 1569 screened crowd workers of Crowdee platform holding a German
language score >= 0.9, 82 crowd workers participated in the qualification task,
67 out of them passed the test with a point ratio >= 0.625, and 46 qualified
crowd workers returned in order to perform the summary quality assessment
task when they were published after 2 weeks time.

In the summary quality assessment task, crowd workers were presented with
a brief explanation of how the summaries are created. It was highlighted that the
summaries were constructed by the simple act of copying sentences from forum
posts, potentially incurring a certain degree of unnatural or isolated composure.
After that, an example of a query, forum posts, and a summary were shown. Next,
crowd workers answered 9 questions regarding the quality of a single summary
in the following order: 1) overall quality, 2) grammaticality, 3) non-redundancy,

2 https://www.crowdee.com/
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4) referential clarity, 5) focus, 6) structure & coherence, 7) summary usefulness,
8) post usefulness and 9) summary informativeness.

The overall quality was asked first to avoid the influence of more detailed
aspects on the overall quality judgment. The scoring of each aspect of a sin-
gle summary was done on a separated page, which contained a short, informal
definition of the respective aspect (sometimes illustrated with an example), the
summary and the 5-point MOS scale (very good, good, moderate, bad, very bad).
Additionally, in question 7 we showed the original query; in questions 8 and 9,
the original query and the corresponding forum posts were displayed.

Each of the 50 summaries was rated by 24 different crowd workers, resulting
in 10,800 labels (50 summaries x 9 questions x 24 repetitions). The estimated
work duration for completing this task was 7 minutes. Accordingly, the payment
was calculated based on the minimum hourly wage floor (9,19 Euros in Ger-
many), so the crowd workers were paid 1.2 Euros. Overall, 46 crowd workers
(19f, 27m, Mage = 43) completed the individual sets of tasks within 20 days
where they spent 249,884 seconds, ca. 69.4 hours at total. With an average of
55.543 answers accepted at Crowdee platform in total, the crowd workers were
relatively experienced users of the platform.

3.3 Laboratory study

The summary quality evaluation task design itself was identical to the crowd-
sourcing study. Participants also used the Crowdee platform to answer the ques-
tions, however, this time in a controlled laboratory environment. The experiment
duration was set to one hour and the participants were instructed to evaluate as
many summaries as they can. Following common practice for laboratory tests, all
the participants were instructed in a written form before the experiment with
the general task description and all their questions regarding the experiment
rules or general questions were answered immediately. Each of the 50 summaries
was again rated by 24 different participants, resulting in further 10,800 labels
(50 summaries x 9 questions x 24 repetitions).

Participants were recruited using a local participant pool admitting German
natives only. Before conducting the laboratory experiment, we collected partici-
pant information about age, gender, education and knowledge about the services
and products of telecommunication service Telekom from which the queries and
posts originate. Overall, 71 participants (33f, 38m, Mage = 29) completed the
laboratory study in 51 days, spending 295,033 seconds, ca. 82 hours at total. The
average number of evaluated summaries in an hour was 12 and they were paid
15 Euros per hour. Attained education was distributed over the complete range
with 46% having completed high school, 7% college, 24% a Bachelor’s degree
and 23% Master’s degree or higher. The question about knowledge on telecom-
munication service Telekom resulted in self-assessments of a 10% very bad, 24%
bad, 39% average, 25% good and 1% very good answer distribution.
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Fig. 1: Boxplots of Mean Ratings from Laboratory (blue) and Crowdsourcing (green)
Assessment for OQ, GR, NR, RC, FO, SC

4 Results

Results are presented for the scores overall quality (OQ) and the five linguistic
quality scores (including grammaticality (GR), non-redundancy (NR), referen-
tial clarity (RC), focus (FO), structure & coherence (SC)), and we will refer
to these labels by their abbreviations in this section. The evaluation of the ex-
trinsic factors, summary usefulness (SU), post usefulness (PU) and summary
informativeness (SI), is future work.

Overall, we analyzed 7,200 labels (50 summaries x 6 questions x 24 repeti-
tions) from the crowdsourcing study collected with 46 crowd workers and 7,200
labels from laboratory study collected with 71 participants. We used majority
voting as the aggregation method which leads to 300 labels (50 summaries x 6
questions x average of 24 repetitions) from crowdsourcing and 300 labels from
laboratory study. After data cleaning and basic outlier removal, we analyzed
288 labels, N = 48 per question, (48 summaries x 6 questions x average of 24
repetitions) from crowdsourcing and 288, N = 48 per question, from laboratory
study.

4.1 Evaluation of Crowdsourcing Ratings

Anderson Darling tests for normality check were conducted to test the distri-
bution of crowd ratings for OQ, GR, NR, RC, FO, and SC, indicating that all
items are normally distributed with p > 0.05. Figure 1 shows the boxplots of
each crowd rated item.

To determine the relationship between OQ and GR, NR, RC, FO, SC, Pear-
son correlations were computed (cf. table 1). With each of these linguistic quality
items, OQ obtained a significant high correlation coefficient rp > .84 and p <
.001 which indicates a very strong linear relationship between the individual
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Table 1: Pearson Correlation Coefficients of Crowd Ratings

Measure OQ GR NR RC FO

GR .894
NR .847 .711
RC .974 .881 .807
FO .970 .860 .806 .971
SC .960 .856 .857 .956 .945

p < 0.001 for all correlations

linguistic quality items and OQ, with the correlation between OQ and RC be-
ing the strongest (rp = .97). In addition, linguistic quality items inter-correlate
with each other significantly with p < .001 and rp > .71 while the correlation
coefficient between GR and NR being the weakest (rp = .711), and correlation
between RC and FO results the strongest (rp = .971).

Before conducting a one-way ANOVA test to compare the means of OQ and
the 5 linguistic quality scores for significant differences, Levene’s test to check
the homogeneity of variances was carried out with respective assumptions met.
There were statistically significant differences between group means revealed by
the one-way ANOVA (p < .05). Post hoc test applying Tukey criterion revealed
that the mean of FO (M = 3.937) was significantly higher than the mean of OQ
(M = 3.588, p < 0.05) and the mean of GR (M = 3.565, p < 0.05). No other
significant differences were found.

4.2 Evaluation of Laboratory Ratings

Anderson Darling tests for normality check were conducted to test the distribu-
tion of laboratory ratings for OQ, GR, NR, RC, FO, and SC, indicating that all
items are normally distributed (p > 0.05). Figure 1 shows the boxplots of each
in laboratory rated item.

To determine the relationship between OQ and the five linguistic quality
scores, Pearson correlations were computed (cf. table 2). With each of these lin-
guistic quality items, OQ obtained a significant correlation coefficient rp > .79
and p < .001 indicating a strong linear relationship between linguistic quality
items and OQ, showing the correlation between OQ and SC as strongest (rp =
.946). In addition, linguistic quality items inter-correlate with each other signif-
icantly with p < .001 and rp >= .58, where the correlation coefficient between
GR and NR results the weakest (rp = .58), and the correlation between RC and
FO results the strongest (rp = .929).

Before conducting a one-way ANOVA test to compare the OQ and the five
linguistic quality scores with each other, Levene’s test to check the homogeneity
of variances was carried out resulting respective assumptions to be met. There
were statistically significant differences between group means determined by one-
way ANOVA (p < .001). Post hoc test (Tukey criterion) revealed that the mean
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Table 2: Pearson Correlation Coefficients of Laboratory Ratings

Measure OQ GR NR RC FO

GR .836
NR .792 .580
RC .918 .733 .739
FO .920 .720 .789 .929
SC .946 .768 .828 .903 .903

p < 0.001 for all correlations

of FO (M = 3.827) was statistically higher than the means of the OQ (M =
3.359, p < 0.01), GR (M = 3.354, p < 0.01) as well as SC (M = 3.406, p <
0.001). Again, no other significant differences were found.

4.3 Comparing Crowdsourcing and Laboratory

When calculating Pearson correlation coefficients between MOS from crowd as-
sessments and MOS from laboratory assessments, results of overall quality (rp
= .935), GR (rp = .90), NR (rp = .833), RC (rp = .881), FO (rp = .869) and SC
(rp = .911) with p < .001 for all correlations reveal overall very strong significant
linear relationship between crowd and laboratory assessments. Figure 3 shows
the dependency of crowd and laboratory ratings in scatter plots.

To compare OQ and the five linguistic quality scores from crowdsourcing with
their respective items from laboratory ratings, T-tests assuming independent
sample distributions were conducted. Before that, Anderson Darling tests for
normality check and Levene’s test to check the homogeneity of variances were
carried out, with respective assumptions met. T-Test results revealed that there
was no significant difference between OQ, GR, RC, FO and SC ratings with
respect to the corresponding crowd and laboratory ratings. Only between-1,
there was a significant difference, revealing that the mean of NR in laboratory
(M = 3.60) was rated significantly lower than the mean of NR in crowdsourcing
(M = 3.831, p < .05).

4.4 Preliminary Results: Towards Comparing Experts with
Crowdsourcing and Laboratory

To explore the relationship between expert and non-expert ratings, we created
a reference group with randomly selected 24 summaries (N = 24) from our data
set to test the congruence of non-expert judgments by comparing them to an
initial data set of expert judgments, with two experts rated OQ, GR, NR, RC,
FO and SC of 24 summaries. We again used majority voting as our aggregation
method when analysing the preliminary results of comparison expert judgments
with non-expert judgments.
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Overall Quality Grammaticality Non-Redundancy

Referential Clarity Focus Structure & Coherence

Fig. 3: Scatter Plot of Mean Ratings from Laboratory and Crowdsourcing Assessments

At first, we divided our data into three groups, all of which contain crowd,
laboratory and expert judgments. The first group “All” includes all the sum-
maries acting as the reference group (N = 24). Next, we split the data into
subsets of high- and low-rated summaries by the median of crowd OQ ratings
(Mdn = 3.646) and created the groups “Low” (N = 12) and “High” (N = 12)
for crowdsourcing, laboratory and expert ratings respectively. Because of the
resulting non-normal distribution in the groups, we calculated the Spearman
rank-order correlation coefficients for all three groups between expert ratings
and crowd ratings on the one side, and expert ratings and laboratory ratings on
the other side. Table 3 shows the correlation coefficients for all groups.

Comparing correlation in between expert and crowd ratings as shown in
the left plane of table 3, in the second column of the group “Low”, a strong
correlation can be found between OQ ratings, as well as between FO ratings.
Also, the overall magnitude between experts and crowd increase in the group
“Low” in comparison to the group “All”. Comparing correlation in between
expert and laboratory ratings as shown in the right plane of table 3, in the
fifth column of the group “Low”, we observe that the correlation coefficients
for OQ, GR, and SC generally increase compared to group “All”. However, the
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Table 3: Spearman Rank-order Correlation Coefficients of Expert and Crowd Ratings,
as well as Expert and Laboratory Ratings for Groups “All”, “Low” and “High”. Bold
figures correspond to row maxima.

Expert and Crowd Expert and Laboratory

All Low High All Low High

Measure Corr coeff. Corr coeff. Corr coeff. Corr coeff. Corr coeff. Corr coeff.

OQ .441* .842** .553 .422* .628* .526

GR .606** .731** .411 .776*** .854*** .60*

NR .279 .546 .162 .505* .565 .706*

RC .553** .641* .531 .493* .432 .497

FO .626** .842** .581* .574** .577* .646*

SC .518** .614* .462 .473* .756** .242

***p < 0.001, **p < 0.01, *p < 0.05

correlation coefficients of NR and FO between expert and laboratory ratings
increase comparing high-quality summaries to group “All”.

In order to find out if labels assessed by crowd worker, laboratory partici-
pants or experts show significant differences, we compare the individual means of
crowdsourcing, laboratory and experts assessments with respect to OQ and the
five linguistic quality scores applying one-way ANOVA or in case of non-normal
distribution Kruskal-Wallis tests. Results show significant differences in between
crowdsourcing, laboratory and experts assessments with respect to means of OQ
ratings (p < .05), GR ratings (p < .001), NR ratings (p < .001), RC ratings
(p < .001) as well as FO ratings (p < .001). Eventually, ratings of SC ratings
did not show significant difference. In a final analysis, we compare the absolute
magnitudes and offset of ratings applying post hoc tests (Tukey criterion in case
of normal distribution, and Dunn’s criterion in case of non-normal distribution).
Results revealed that the experts rated OQ (M = 3.771) significantly higher
than the laboratory participants (M = 3.266, p < .05). Moreover, experts rated
GR (M = 4.25), NR (M = 4.354), RC (M = 4.396) and FO (M = 4.333) sig-
nificantly higher than the crowd workers (MGR = 3.642, MNR = 3.818, MRC =
3.709, MFO = 3.90, and p < .05 for all) and the laboratory participants (MGR

= 3.399, MNR = 3.521, MRC = 3.507, MFO = 3.741, and p < .05 for all).

However, due to the small sample size of these three groups, these results
need to be interpreted with caution and treated as preliminary results.

5 Discussion

In this paper, we have analyzed the appropriateness of micro-task crowdsourcing
for the complex task of query-based extractive text summary creation by means
of linguistic quality assessment.



12 Neslihan Iskender, Tim Polzehl, and Sebastian Möller

The analysis of crowd ratings (cf. 4.1) and the analysis of laboratory rat-
ings (cf. 4.2) have shown that there is a significant strong or very strong inter-
correlation between overall quality ratings and the five linguistic scores in both
environments, suggesting that non-experts associate the overall quality strongly
with the linguistic quality. Additionally, an analysis of one-way ANOVA for both
environments has revealed that the means of the individual scores do not differ
from each other significantly, except the mean of focus. Interestingly, signifi-
cantly higher overall ratings with respect to focus scores in both experiments
indicate that the query-based summaries can well be assessed as highly focused
on a specific topic on the one side, while at the same time they can be showing
lower grammaticality or structure & coherence assessments. Potentially, this can
be connected to the nature of query-based summaries from individual posts, the
latter being likely to be focused on a given query.

With the comparison of crowd and laboratory ratings (cf. 4.3), we have shown
that there is a statistically significant very strong correlation between overall
quality ratings and the five linguistic quality scores, although crowd workers are
not equally well-instructed compared the laboratory participants, e.g. receiving a
personal introduction, a pre-written instructions sheet and being able to verbally
clarify irritations. As the main finding of this paper, we showed that the degree
of control on noise, mental distraction, and continuous work does not lead to any
difference in the overall quality. Also, the presented results from the independent-
samples T-tests support these findings, except for non-redundancy, which needs
to be analyzed in more detailed work in the future. These findings highlight
that crowdsourcing can be used instead of laboratory studies to determine the
subjective overall quality and the linguistic quality of text summaries.

Additionally, as the preliminary results in section 4.4 reveal, crowd workers
may even be preferred compared to experts in certain cases such as identify-
ing overall quality and focus of low-quality summaries or determining the mean
overall quality and structure & coherence of a summary data set. Following,
laboratory participants may be preferred to experts in such cases like assessing
the grammaticality and referential clarity of low quality summaries. Again, lab-
oratory studies might be used to determine the mean structure & coherence of
a summarization data set. Especially, using crowdsourcing to eliminate the bad
quality summaries from the data set might be quite beneficial when training an
automatic summarization tool with not annotated noisy data or when to decide
on the application of experts or crowds in order to procure cost-efficient high
quality text summaries at scale.

Further, since the automatic evaluation of text summaries always requires
gold standard data to calculate metrics such as ROUGE [21], NLP research
might profit from using crowdsourcing to determine the mean overall quality of
an automatic summarization tool. In this way, the performance of different au-
tomatic summarization tools can be compared with each other without having
a gold standard data which is costly to create. Especially, when assessing sum-
maries to prepare training data for end-user directed summarization application,
a naive assessment by non-expert crowd workers may even reflect a more realistic
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assessment with respect to non-expert level understanding and comprehension
in the end user group in comparison to expert evaluation.

For all other items e.g. grammaticality, non-redundancy, referential clarity
and focus, experts rate significantly higher than the crowd workers and labo-
ratory participants. This observation might be explainable by the fact that the
nature of extractive summarization and inherent text quality losses - compared to
naturally composed text flow - are more familiar to experts than to non-experts,
hence their quality degradation may be more distinguishable and accessible to
experts.

6 Conclusion and Future Work

In this paper, we execute a first step to answer the question “Can crowd suc-
cessfully be applied to create query-based extractive summaries?”. Although
crowd workers are not equally well-instructed compared to laboratory partici-
pants, crowdsourcing can be used instead of traditional laboratory assessments
to evaluate the overall and linguistic quality of text summaries as shown above.
This finding highlights that crowdsourcing facilitates a prospective of large-scale
subjective overall and linguistic quality annotation of text summaries in a fast
and cheap way, especially when naive end-users viewpoint is needed to evaluate
an automatic summarization application or any kind of summarization method.

However, preliminary results also suggest that if expert annotations are
needed, crowdsourcing and laboratory assessments can be used instead of ex-
perts only in certain cases such as identifying summaries with the low overall
quality, grammaticality, focus and structure & coherence and also determining
the mean overall quality and structure & coherence of a summary data set. So,
if there is a not annotated summary data set which needs expert annotation,
then the crowd workers or laboratory participants can not replace the experts
since the correlation coefficients for mixed quality summaries are generally mod-
erate. Additionally, the correlation coefficients of experts with non-experts vary
in a range from weak to very strong in between groups. Currently, we cannot
precisely explain these different correlation magnitudes of the experts and non-
experts. The reasons for the dissent can be of multiple nature, for example,
a different understanding of the guidelines, varying weighting of the objected
summary parts or the lack of expertise. Right now, based on the comparative
results of laboratory and crowd ratings, we can only exclude the online working
characteristics of crowdsourcing such as unmotivated and unconcentrated crowd
workers.

In future work, the reasons for these different correlation magnitudes will be
investigated by collecting more expert data, as the expert ratings are collected
for half of our data set. Also, qualitative interviews will be conducted with crowd
workers to find out how well the guidelines are understood by them. Furthermore,
this work does not include any special data cleaning or annotation aggregation
method of 24 different judgments for a single item. Therefore, further analysis
needs to be performed to answer the question of how many repetitions are enough
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for crowdsourcing and laboratory assessments so comparable results to experts
can be obtained. Lastly, already collected extrinsic quality data will be analyzed
to explore the relationship between overall, intrinsic and extrinsic quality factors.
A deeper analysis of which evaluation measures are more sensitive to varying
annotation quality will be also part of future work, in order to analyze more
elaborately dependencies, requirements and applicability of a general application
of crowd-based summary creation to help both humans and automated tools
curating large online texts.
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