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A Methodology for Assisting Customers Service Selection in
Freight Transportation by Data Analytics
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Abstract: Over the past several decades, logistics activities have been sourced by freight logistics
providers (FLPs). However, by the development of digital technologies, digital freight platforms
(DFPs) has started to substitute FLPs. Due to the complexity of the freight transportation domain,
it is challenging to provide customer-oriented delivery solutions. In such a complex process, which
involves many actors, it is necessary to develop a methodology to assist customer service selection.
This methodology should be able to represent the multi-modal network adequately with respect to
customer preferences, learn from customer’s past choices via data and generate accurate and quick
solutions to satisfy them. Therefore, this paper proposes a methodology that uses data analytics,
predictive analytics, to estimate the cost in multi-modal freight transportation concerning customer
preferences. Given some customer preferences, the proposed methodology is able to match a variety
of services as closely as possible.

Keywords: digital transformation; digital freight platforms; multi-modal freight transportation;
customer expectations; data analytics; predictive analytics

1 Introduction

In recent years, digital platform companies have emerged as a key player in the logistics
market to fulfil customer expectations more efficiently. In the field of freight transportation,
digital freight platforms (DFPs) play the role of intermediate between sender, carriers, and
customers. DFPs aim to substitute human interactions with an automated process for offering
convenient multi-modal transport services to stakeholders. Indeed, the acceptance of such
DFPs is rapidly growing to such an extent that they have been starting to replace traditional
freight logistics providers (FLPs). For instance, digital platforms such as Cargomatic [1]
enable cost-efficient, real-time, and on-demand arrangements of transports that cut into the
domain of logistics services. Reports indicate that FLPs focusing on standardized services
such as transportation and warehousing are likely to lose significant market share to new
transport technologies and customized service solutions, see for example [2]. For a more
detailed discussion about the impact of digital platforms on FLPs, the reader is referred
to [3].

One major challenge in adopting DFPs is to meet customer expectations of service by
automatic procedures rather than human expertise in such a complex process, which involves
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many actors that have a different perspective of service evaluation. Traditional service
providers have advantages utilizing long-time experience in industry and customer. However,
as the nature of the service is complex, providing proper service to customers with a quick
response is challenging with the human experience. One reason for this is that there are
several criteria a customer may consider selecting transport services. These criteria include
cost, CO, emission, transport mode, flexibility, and time reliability of these services [2].
Every customer weights these criteria differently according to his or her preferences. To
address this challenge, the field of operations research presents a rich literature on multi-
objective optimization models on multi-modal transport to reach optimal solutions with
respect to customer preferences [4]; [5]; [6]. Nevertheless, finding optimal solutions for
real-word sized instances of such models typically involves large computational times and
is not unbiased, as the weighting of these criteria is different for each customer. Thus, it is
challenging that a DFPs can provide customers with a quick response to their requests by
using optimization models. Indeed, providing a quick response is essential for the success
of DFPs, as customers do not intend to spend so much time to get suitable results from the
digital platforms. These situations encourage researchers to benefit from other methods like
data analytics in such a complex domain. Therefore, it is proposed a methodology that can
learn from customer’s past choices to generate quick solutions of acceptable accuracy. Thus,
by embedding proposed methodology to the DFPs, provides a reliable estimation of the
quality of the offered service.

This study proposes a methodology by using data analytics to predict a solution that satisfies
customer preferences most. The aim is to quickly generate a solution as well as an accurate
estimation of their actual quality. We rely on a mathematical model to generate instances.
Given the individual preferences of a customer, we can generate the optimal solution based
on an instance. Then, we build a predictive model by machine learning aiming at assessing
relationships among criteria. Thus, from a pool of solutions of such an instance, a predictive
model determines routing options with respect to customer preferences without the need for
conducting an optimization process. We test our methodology on a case study based on
portions of the transportation network in Shanghai-Singapore. We consider six criteria a
customer may concern when selecting a service: cost, delivery time, distance, CO; emission,
mode of transportation, number of transshipment. Statistical techniques have been applied
to depict patterns, correlations, and other insights among parameters. The tendency of
the relation of parameters has led us to implement Multiple Linear Regression (MLR). A
cross-validation method has been applied to prevent overfitting. A model can make accurate
predictions on unseen data; we observe that it can generalize from the training set to the
test set without any help from a human. Besides, computational experiments show that our
methodology reduces the long computational time given a large set of criteria to consider
when determining routing decisions. The proposed methodology enables to match a variety
of services as closely as possible with respect to customer preferences.

The rest of this paper is organized as follows. Section 2 outlines the proposed approach
and methodology. Section 3 provides a brief overview of the case study to evaluate the
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experimental results of the proposed approach on portions of the transportation network in
Shanghai-Singapore.

2 Proposed Methodology

The overall approach is conducted by the predictive analytic and mathematical model.
Predictive analytics covers a variety of statistical techniques from data mining, predictive
modelling, and machine learning that analyse current and historical data to make predictions
about the future. Predictive analytics does not only assist in creating practically useful
models, but they also play an important role alongside explanatory modelling in theory
building and theory testing [9]. When building the predictive model required dataset is
generated by using the mathematical model. The proposed approach is given in Figure 1. It
consists of the following layers systematically.

(2) Identification of physical

(1) Identification of customer transportation network (3) Construction of alternative (4) Obtained data from
preference elements elements route generator solution space of math. model
" Data Collection
A B,C.. Mathematical Model )
Preparation
55 s Evaluation, Validation
Data Analysis > Predictive Model ;
L and Model Selection
(5) Analysis of data based on (6) Built of model by machine (7) Evaluation of predictive
statistical technigues learning techniques accuracy

Fig. 1: The proposed methodology.

A. Identification of Customer Preference Elements This step is the foundation of the
mathematical model as well as the predictive model. Customer expectations or preferences
should be selected and represented accurately. In this study, it is defined based on previous
literature.

B. Identification of Physical Transportation Network Elements This step comprises the
use of data derived from GPS (global positioning system), sensor detection of the traffic
status and incidents, among others.

C. Mathematical Model (Service Graph) In this step, we design the optimization model
aiming at determining a routing solution which satisfies customer expectations at most. We
use the collected data to generate real-world based instances of the mathematical model as
well as alternative route solutions according to customer requests.

D. Data Collection and Preparation This dataset is constructed by taking samples from
the routing solution space of the model. The initial number of variables is usually large to
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capture new sources of information and new relationships. The explanation for each variable
is based on combining theory, domain knowledge, and exploratory analysis.

E. Data Analysis In this step, the data is aggregated to reduce their dimension and to
handle outliers. Due to the often large number of predictors, reducing the dimension can
help reduce sampling variance (even at the cost of increasing bias), and in turn increase
predictive accuracy [7]. Statistical techniques are used to analyse how the dependent variable
changes with the variation of any of the independent variables keeping other variables
fixed. Correlation analysis is used to measure the strength and direction of the association
among variables. In addition, visualization provides the means for learning about different
measurements of quality as well as associations derived from predictive modelling.

F. Predictive Model We design a predictive model to estimate the quality of a solution
that potentially answers customer preferences at most. Machine-learning algorithms based
on supervised learning are applied for the predictive model. Given data in the form of
examples with labels, we can feed a learning algorithm that pairs these example-labels
one by one. Thus, we allow the algorithm to predict the label for each example, giving
it feedback as to whether it predicted the right answer or not. Over time, the algorithm
will learn to approximate the exact nature of the relationship between examples and their
labels. When fully trained, the supervised learning algorithm will be able to observe a new,
never-before-seen example and predict a good label for it.

G. Evaluation, Validation and Model Selection This part is applied to certain methods
for evaluating the predictive power of a model by such as MSE (the mean square error),
R? (measure of goodness-of-fit of the model or accuracy of the model). Predictive power
is related to an empirical model’s ability to predict new observations accurately [7]. For
evaluating, it can be applied the method such as portioning dataset or crossvalidation.
Over-fitting is a major focus in predictive analytics [8]; [9]. Assessing over-fitting is achieved
by comparing the performance of the training and holdout sets. Then, the model selection
step is applied, is aimed at finding the right level of model complexity that balances bias
and variance, in order to achieve high predictive accuracy.

3 Case Study and Results

The proposed approach is evaluated in a case study. The transportation network presented
in [10] is considered. The network includes four cities (Shanghai, Wuxi, Singapore, Malaysia),
16 ports and 4 transportation modes. A product originates from different cities and has
different destinations. Each city has four airports, railway stations, seaports and warehouses.
There are in total 50 direct routes connecting different ports. Each route has a specific
transportation mode, transportation cost, delivery time and distance. Each transportation
mode has a specific capacity, speed and CO, emission level.

Breadth-first search algorithm was used to generate routes. Then, 50 different alternative
route samples have been obtained to correspond to the request of the customer. In the data
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analysis step, it was found that costs and CO, emissions are directly proportional to the
origin-destination distance. It was also observed that CO; emissions do not increase with
respect to the number of transshipment. If environmental efficiency is of utmost importance
for a customer, he or she will usually prefer the ship option, even if it involves large delivery
times.

The predictive model is constructed by using MLR analysis. MLR is a suitable and efficient
method for our continuous dataset due to the tendency of the relation of parameters.
According to the ANOVA test, the effect of the number of transshipment has not a significant
contribution to the model, and it can be removed from the model in order to decrease the
complexity of the model. A common measure is the coefficient of determination R?, which
measures the fraction of the total variation in the dependent variable that is captured by the
model [11]. The higher value, the better our model fits the data. R? is obtained 90.90% and
adjust R? is obtained 90.09%. By omitting the statistically insignificant parameter from the
model, R? and adjusted R? is obtained 90.65% and 90.04%, respectively. Moreover, the
normality test has been done and it was found that the residuals of the model were normally
distributed, and the variance was homogeneous. It means that the test results are usually
reliable when the sample is large enough.
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Fig. 2: The performance of MLR; 10 observations for actual and predicted cost value, and comparison
of the actual versus predicted cost in 50 observations.

To prevent overfitting, cross-validation method is applied, the data are randomly partitioned
into 10 mutually exclusive subsets and the algorithm is run 10 times, with each run on a
different set of 9 subsets joined as a training set and with testing done on the remaining subset.
The 10 runs thus produce 10 different parameter sets for the algorithm, and the prediction
performances of these runs can be compared to each other. After cross-validation, the model
performance is that R? is 91.6% and MSE is 0.008. Actual and predicted cost for 10 samples
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is given in Figure 2. The graphical display, to compare the actual versus the predicted
cost, is given in Figure 2. The predictive model is constructed to estimate transportation
cost in multi-modal freight transportation network without long computational time. To
apply these techniques through the case study, Minitab, Python, and Rapid-Miner were
used [12]; [13]. The case study results motivate further research. For the next step, at the
modelling, other well-known machine-learning algorithms such as Neural Network and
Support Vector Machine will be implemented to compare their performance, and to choose
the best. Then, the number of parameters in the dataset will be extended regard to different
customer preferences such as service quality attributes.
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