Properties of eco-colonies

Sarka Vavreckova

Institute of Computer Science, Faculty of Philosophy and Science, Silesian University
in Opava, Czech Republic
sarka.vavreckova@fpf.slu.cz

Abstract. Eco-colonies are new grammar systems with very simple reg-
ular grammars called agents. Every agent generates its own finite lan-
guage, all agents cooperate on the shared environment. The environment
is not changed only by agents, but it can develope itself.

The generating power of eco-colonies was discussed in several papers,
eco-colonies were compared especially with various types of colonies, but
not all relations were proved. In this paper we summarize the published
results and we present some other non-published results about the gen-
erating power of eco-colonies.
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1 Introduction

Colonies were introduced in [4] as collections of simple grammars (called com-
ponents) working on common environment. A component is specified by its start
symbol (an object or another symbol from the environment, the component can
find its start symbol in the environment and process it) and by its finite language.
This language determines actions to do with the start symbol, it is usually a list
of words, the component substitutes its start symbol by some of these words.
The environment is static, only the components can modify it.

There are several variants of colonies with various types of derivation. The
original model was sequential (only one component works in one derivation step),
the other basic types of derivation are sequential with parallely working compo-
nents or parallel. Parallel colonies were introduced in [3], parallel behaviour of
a colony means working all the components that can work (the component whose
start symbol is in the environment and no other component is occupying this
symbol for the actual derivation step), one component processes one occurrence
of its start symbol.

Eco-colonies were first studied in [7], their EOL form in [5, 6]. Eco-colonies
are colonies with developing environment. The concept of developing of the envi-
ronment is inspired by another type of grammar systems, eco-grammar systems
([2]). The environment is not specified only by its alphabets V and T but as OL
(one alphabet) or EOL (two alphabets) scheme. Every symbol of the environment
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not processed by agents (components) is overwritten by some of the developing
rules of this scheme.

Eco-colonies are useful for modelling some simple processes in nature and it
is not so hard to programme the model. Here are some elementary examples of
models:

— rabits (agents) on a meadow (environment), the developement of the envi-
ronment means growth of grass, the pieces of soil without grass are (or are
not) replaced by the grass-blades, the grass-blades not eaten by rabbits can
grow,

— colony of ants (the ants — agents — work on the shared environment — ant-hill
and its neighbourhood),

— drug (agents) acting on a bacterial culture.

2 Definitions

In this section we define colonies, two types of eco-colonies and then two types
of derivation in eco-colonies.

Definition 1. A colony is an 4-tuple C = (V, T, R, wy), where

— Vis a finite non-empty alphabet of the colony,

— T is a non-empty terminal alphabet of the colony, T C V,

— R is a finite (multi)set of components,
R={(S,F)|Se(V-T), FC(V~-{S8})", F is finite and non-empty},
S is the start symbol of the component (S, F) and F' is the finite language of
this component,

— wq is the aziom.

We know several types of derivations for colonies, here are the basic types:

b-mode is sequential type of derivation, only one component works in one
derivation step, the active component chooses one occurrence of its start
symbol and replaces this occurrence by some of the words of its finite lan-
guage F,

t-mode is sequentially-parallel — only one component is active in one derivation
step and this component rewrites all occurrences of its start symbol by words
of its language,

wp-mode is parallel mode, where every component which can work must work;
a component can work if its start symbol is in the environment and any other
component with the same start symbol does not occupy this occurrence of
the symbol, a component rewrites only one occurrence of its start symbol,

sp-mode is parallel mode similar to wp, but if there is an occurrence of a symbol
in the environment, every component with this start symbol must work — if
all occurrences of this symbol are occupied by another components with the
same start symbol, the derivation is blocked.
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The exact definitions of basic types of derivation in colonies are in [1,3,4,7,
5], definitions of an eco-grammar system and its type of derivation are in [2].

Definition 2. Let C be a colony, C = (V, T, R). The language generated by the
derivation step x,x € {b,t,wp, sp} in C is

LiCx)={weT" | wy = w}

Definition 3. An EOL eco-colony of degree n, n > 1, is an (n + 2)-tuple
Y = (FE Ay, Ag, ..., Ap, wyg), where

— E=(V,T,P) is EOL scheme, where
o V is a finite non-empty alphabet,
e T is a non-empty terminal alphabet, T CV,
e P is a finite set of EOL rewriting rules over V,
— A;=(S;, F), 1 <i<mn, is the i-th agent, where
e S; €V is the start symbol of the agent,
o F; C(V—{S:})* is a finite set of action rules of the agent (the language
of the agent),
— wp is the aziom.

An 0L eco-colony is defined similarly, only the environment is OL scheme
E = (V, P), P is a finite set of OL rewriting rules over V.

As we can see, agents are defined such as components in colonies, an envi-
ronment is determined by the alphabets in colonies, and by EOL or OL scheme
in eco-colonies.

We define two derivation modes for eco-colonies — the first one, wp, is in-
spired by the wp mode for colonies, we only add possibility of developing for
the environment. In every derivation step each agent (S, F) looks for its start
symbol S. If it finds some occurrence of this symbol not occupied by any other
agent, the agent becomes active, occupies this symbol and rewrites it by some
of words of its language F'.

Definition 4. We define a weakly competitive parallel derivation step in an eco-
colony & = (E, A1, Aq, ..., An,wp) by a =2 3, where

- a=%SMS,72 - W-15.Y 7 >0,

- 5 = ’y(’)fllf)/iflzp)/é . "Y;-—lfir7;7 Aik = (S’ikaEZk)a fik € Fika 1< k <r (the
agent A;, 1is active in this derivation step),

— {i1, 00,y ir ) ©{L, 2, .. 0}, G F i foreveryk#Fm, 1<k,m<r,

— for every symbol S € V if 7071 ... vrls > 0 then every agent with the start
symbol S must be active (if agents can work they must work),

- Yk =, Vi, Tk € V*, 0 <k <, is the derivation step of the scheme E.

The second type of derivation step, ap, means that all agents must work in
every derivation step and if some agent is not able to work (there is not any free
occurrence of its start symbol), the derivation is blocked. This type of derivation
is inspired by the basic type of derivation in eco-grammar systems.
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Definition 5. We define a derivation step ap (all are working parallely) in an
eco-colony X = (E, Ay, Aa, ..., Ap,wg) by =2 3, where

- a=7%5,M5,%2 - n-15i,Tn
- /6 = 7(,)f1171f127é .- 'FY':L—}fin’Y;,y Aik = (SikaF‘ik): fik S Fikv 1 S k S T,
— {i1,d2, ., in} = {1,2,...,n} (every agent works in every derivation step),

- Y& =N Yis vk € V™, 0 <k <n, is the derivation step of the scheme E.

Definition 6. Let X be an 0L eco-colony, ¥ = (E, A1, As, ..., An,wo). The
language generated by the derivation step z,x € {wp,ap} in X is

L(E,z)={weV* | wy = w}

Let X be an EOL eco-colony, X = (E, A1, Aa,...,Ap,wo). The language
generated by the derivation step =,z € {wp,ap} in X is

L(&,z) ={weT" | wy == w}

Ezxample 1. We create an EOL eco-colony X = (E, Ay, Ao, AbB), where

E = ({A, B,a,b},{a,b},{a — a,b— bb}), Ay = (A,{aB,c}), Az = (B, {a4,c})
Let us construct derivations with ap and wp types of derivations:

AbB =& aBb2aA =B ®Ab*a®B =5 a®BbBaPA =5 a*Ab%a'B =5 . ..

AbB =& aBb2aA =5 a?Ab*a?B =5 a2b8a3A == ¢2b1%a*B =5 | .

The wp derivation allowes “resting” of non-active agents. If we use the ap
type of derivation, a terminal word is generated only if the both agents use the
e-rule in the same derivation step, otherwise the derivation is blocked without
creating the final word.

We generate these languages:

L(X,ap) = {a”ana” | n > 0}

L(%,wp) = {a""a? [n 20, 0<i,j <nf

3 Generating power of eco-colonies

We compare the generating power of eco-colonies and colonies, eco-grammar
systems and a special type of colonies with the terminal alphabet equal to the
alphabet of the system. We use this notation:

0EC, =z € {wp,ap} class of OL eco-colonies with z type of derivation
EEC, z € {wp,ap} class of EOL eco-colonies with x type of derivation

COL, =z € {b,t,wp,sp} class of colonies with the = type of derivation
COLT z € {b,t,wp, sp} class of colonies with the z type of derivation, V =T
EG class of eco-grammar systems
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3.1 Known results

We proved in [6] these results:

COLy, C EEC,, 1)
0ECyp C EECy, (2)

In [5] are proved these results:

EEC,, — EG # 0 (3)
COL, C EEC,, (4)
EECy, — COL; # 0 (5)

In [7] we proved the results:

COLT c COL,, = € {b,t,wp, sp} (
0EC.p # 0ECy, (7
COLY Cc 0EC,,p, = € {b,wp} (
0ECq,, — COLY # 0, z € {b,wp} (
0ECy C EG, y € {ap, wp} (10

3.2 New results

In the equation (2) we can find the relation 0EC,, C EEC,,. We prove the
equivalent relation for the ap derivation.

Theorem 1.
0EC,, C EEC,, (11)

Proof. QL eco-colonies are special types of EQOL eco-colonies where V' = T, so the
relation 0ECy, € EEC,, is trivial.
To prove the proper subset we use the language

le{a2n|n21}

This language is generated by the EOL eco-colony X = (F, A1, A2, UVa), where
E={a, UV} {a},{a —aa,U—-UV =V}, A = (U, {V,e}),
Az = (Vi {U,e}).
UVa =5 VUa? =5 UVa* =5 VUa® =5 UVal® =5 .. =5 o

The agents do not generate any word, they exist only because the number of
agents must be greater than 0, and with using the ap derivation all agents must
work in every derivation step, so the agents A; and A; work with the symbols
U,V until the final word is generated.

Suppose that this language can be generated by some OL eco-colony with ap
derivation. We need at least one agent and this agent must be active in every
derivation step. We have only one alphabet V' = {a}, so the start symbol of this
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agent is a. But the agent generates only a finite language, so the symbol a is not
alowed in the set of action rules, the agent is defined as A = (a, {€}).

The language is exponential and the agent(-s) does not help with growing
of the language, so the rule a — aa is in the environment. It can generate the
language, but the agent “eats” one symbol a in every derivation step and the
environment cannot correct it (it is only OL scheme, any other correcting rule
such as a — aaa would be used freely any times and anywhere in one derivation
step), so the language L; would not be generated, L, ¢ 0EC,p. O

Theorem 2.

zECy, —COL, #0 (12)
where z € {0, E}, y € {wp,ap}, z € {b,t, wp,sp}.

Proof. In this proof we use the language similar to L,
Ly= {cda22nb22n |n> o} U {dca22n+lb22"+l |n> o}

This language can be generated by the eco-colony ¥ = (E, A1, Ag, cda),
where E = ({a,b,c,d},{a — aa,b — bb,c — c¢,d — d}), A; = (c, {d}),

AQ = (d, {C})
cdab = dca?b? = cda*b* = dcabb® = cdal®hl® = . ..

Two agents work in every derivation step and we use only one alphabet, so
it may be EOL as well as OL eco-colony and the derivation step may be wp or
ap.

The language L; is not context-free, so Ly ¢ COLy, and it grows exponen-
tially so Lz ¢ COLyyp and Ly ¢ COLy, (proved in [6] and [5]).

Colonies with ¢ type of derivation can generate some exponentially growing
languages, but only one component work in one derivation step. This component
rewrites all occurrences of its start symbol, and there is only one start symbol
in one component. So we can rewrite a or b in one derivation step, but not both.
There is not any way to control generating the same exponential number of a-s
and b-s, so Lo ¢ COL;. a

Corollary 1.
zEC, — COLT # 0 (13)

where x € {0,E}, y € {wp,ap}, z € {b,t,wp, sp}.
Proof. Follows from Theorem 2 and Equation (6). a

Theorem 3.
COL, —0ECy, # 0, € {b,t,wp,sp} (14)

Proof. In [7] we proved that the language

Ly = {a"®7*""cb"d | 0 < n < 7,n is even)
U {a® 2"ch"d | 0 < n < 7.n is odd}

is not in 0ECyy. It is a finite language, so Ly € COL, for z € {b, t, wp, spt. O
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Corollary 2. The set of languages 0EC,, is incomparable to the sets of lan-
guages COLy, COL;, COLyy, and COLsgp,.

Proof. Follows from Theorems 2 and 3. a

Corollary 3.

COL{ C EECy,, COLL, C EECy, (15)
Proof. Follows from Equations (6) and (2). 0
Theorem 4.

COL, - 0EC,, # 0, z € {b,t,wp, sp} (16)

Proof. In [7] we proved that the language
Ly = {a,aa}

is not generated by any OL eco-colony. But this language is finite, so Ly € COL,
for z € {b,t, wp, sp}. a

Theorem 5.
COLy C EECyp (17)

Proof. We have a colony with the b mode of derivation C = (V, T, R, wp) and we
create an EOL eco-colony with the ap derivation X = (E, Ay, Aa, BC o wyp).

The agents A; and Ay work very simply — they rewrite only one symbol to
another one: 4; = (B,{C,e}), A2 = (C,{B,¢€}), such as in the proof of the
Theorem 1.

We create rules of the environment from the components of R. Suppose
that all components in R have various start symbol, there is not any couple of
components with the same start symbol.

For every component (a, {a,aq,...,ar}) we create developing rules for the
environment:

a — alag]az] .. ok

and for every symbol b which is not the start symbol in any component we create
one rule b — b.

So the environment simulates working of the components in the colony. To
simulate the sequential derivation we must allowe to rewrite every symbol to
itself. ]

Ezample 2. We demonstrate the construction of the proof on the colony gener-
ating this language:

Ls = {wawRai lwe{0,1}%, i >0}

We have a colony C = ({S,H,H', A, A’,0,1,a},{0,1,a}, R, S) generating the
language, the set of components R is
R = {(S, {HA}), (H, {0H'0,1H'1,a}), (H', {H}), (A, {ad’.a}), (4, {A})}



242

S Vavreckova

Now we create an EOL eco-colony with ap derivation ¥ = (E, A1, Ay, BCS),

E=({B,C,S,H,H A A,0,1,a}, {0,1,a}, P),

Ay

= (B7 {C,S}), Ay = (O,{B,é‘}),

the set of rules P in the environment is
P={ H — H|0H'0|1H'1|A, H — HI|H, 1-—1, a—a,

A — Alad'|a, A — AlA, 0—-0, S—SHA}

One of derivations in C:

S2HALZ 1H1AL 1H1A 2 105014 2 105014 4 104014 &
2 10a01a4’ 2 10a01a4 2 10a0laa

Two of possible derivations of the same word in I

BCS =2 CBHA =% BC1H'14 =2 CB1H1A =% BC10H'01A <2
=5 CB10H014 =% BC10a014 =2 CB10a01ad’ <% BC10a01laA <2
ap,

= 10a0laa

BCS =& CBHA =% BC1H'laA' =& CB1H1aA <2 BC10H 0laa =5
=£ CB10H0laa =% 10a0laa

Corollary 4.

COL! ¢ EEC,, (18)

Proof. Follows from Theorem 5 and Equation (6). O
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