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A significant amount of research has been devoted to the development of automatic methods
for text authorship identification (see the review of statistical approaches in [Malyutov, 2006]
and the review of existing engineering solutions in [Romanov, Shelupanov, Meshcheryakov,
2011]). In most works, the closed identification problem is solved when the analyzed text is
written by one of the authors known to the system. The open problem, when the analyzed
text can be written both by a known author and by an unknown one, is more complicated.
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Abstract

The article discusses the open problem of authorship identification, when the analyzed
text can be written by one of known authors or an unknown author. For identification,
the impostor method with a large number of external texts is used. A practical approach
to achieve the minimum arithmetic mean of errors of the first and second kinds based on
joint selection of the values of two parameters of the method is proposed. The experi-
mental results are given for texts in Russian and Arabic. In the experimental results, the
minimum arithmetic mean of errors is achieved when the length of the texts-impostors
is equal to the average length of the texts of the author’s collections.
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The need for automatic identification of text authorship in an open problem arises in a
number of modern applications, including:

- identification of authorship of literary and historical documents by computational text
analysis (|[Mamajev, Marusenko, Piotrowska, Ronzhin, 2017/,

- identification of compromised accounts in social networks (|[Barbon, Igawa, Zarpelao,
2017],

- construction of filters for phishing attacks analysis (|[Duman etc., 2016],

- continuous user identification ([Brocardo etc., 2017]),

- detection of fake reviews of goods and services (|Layton, Watters, Ureche, 2013]),

- building opinion mining systems and analyze of user reviews by personalizing approach
([Panicheva, Cardiff, Rosso, 2010]),

- detection of attacks on web resources using automatically generated texts with minor
content changes ([Shahid etc., 2017]),

- the author identification in the problems of detection of destructive orientation in elec-
tronic materials (|Iskhakova, Iskhakov, Meshcheryakov, 2019]),

- arange of problems associated with the detection of artificially generated texts, including
the problem of plagiarism detection ([Shumskaya, 2016]).

The basic particular case of an open identification problem is the verification problem,
that is, checking whether a given text is written by the only known author.

Let A be a collection of texts by a known author, and X be a text which authorship is
unknown. When solving the verification problem, the value p (X|A) is evaluated that shows
how likely it is that the text X is written by the same author as the texts in the collection A.

In [Potha, Stamatatos, 2019], the conventional classification of methods for solving the
problem of text authorship verification is proposed according to the following criteria:

- only the text X and texts from the collection A are used, or external texts are involved;

- all texts from A are combined and the so-called “Author profile” is formed, or texts from
A participate in the calculations separately.

At present the most effective verification methods include the method of impostors and
its modifications ([Koppel, Winter, 2014|, [Seidman, 2013|, [Khonji, Iraqi, 2014|, [Potha, Sta-
matatos, 2017]). According to the above classification, the method of impostors uses external
texts, and the texts of the author’s collection participate in the calculations separately.

The variants of the method described in the above works use various approaches to obtain
a set of external texts (impostors), the choice of which affects the efficiency. In different
variations of the impostor method, different sets of characteristics of the author’s style and
different values of the parameters (the number of iterations, the number of impostors at
each iteration, thresholds of criteria, the proportion of randomly selected components of the
feature vector) can be used. The values of these parameters significantly affect the accuracy
and computational complexity of the method. The choice of these values should be carried
out depending on the language of the texts and the characteristics of the author’s collections
and the analyzed text.

In this paper, we consider the following problem. There are several authors represented
by their own collections of texts. The text received for analysis can be written by either one of
the known authors or an unknown one. It is necessary to verify the authorship of the incoming
text for each available author. The objectives of this work are:

- to propose a method for determination of threshold values of criteria for the impostor
method, at which the minimum of arithmetic mean values of errors of the first and second
kinds, calculated on existing collections of authors, is achieved,



- to study the influence of the lengths of impostors on the accuracy of the method,
- to study the influence of the parameter “proportion of randomly selected components
of the feature vector” on the accuracy of the impostor method.

2 Implementation of the impostor method

The analyzed text X is associated with the feature vector x consisting of frequencies of N-
grams of letters of the language alphabet (N = 1,2,3,4), words (N = 1,2), functional words
(in the subsequence of functional words obtained after deleting all other words of the text
(|Germanovich, Melnikov, Khvostenko, 2017])) (N —1, 2), words shape patterns, the proportion
of different words in the text. Word shapes used following replacements: upper case letters
are replaced with the letter “C”, lowercase letters are replaced with the letter “c”, the numbers
in the text are replaced with the letter “N”. For Arabic texts, word shape patterns were not
used. NLTK files were used for functional words lists. The listed features are considered to
be effective for authorship identification.

The degree of proximity sim(X,Y) of texts X and Y is calculated as the minimum-
maximum measure ([Koppel, Winter, 2014]) between their feature vectors,

> min (i, yi)
— Yomax(ws, y)
The degree of authorial proximity IM(X,Y") of texts X and Y is calculated using a large
set S of external extraneous texts, the so-called impostors, as follows.
Input: XY - texts; S - impostor set.
Algorithm parameters: k,n - integer; 0, A, rate > 0 .
Output: IM(X,Y).

1. Score=0.

sim(X,Y) = minmazx(x,y)

2. Repeats k times

a. The coordinates of the vector x , that will be used to calculate the degree of
proximity are randomly selected. The fraction of the set of selectable coordinates
is equal to rate ;

b. Texts I;...I, € S are randomly selected;

sim(X,Y )*xsim(Y,X)
Maz<j<nsim(X,I;)xMazi<j<psim(Y,1;)"

c. Score = Score +

3. IM(X,Y) = +Score.

Let M authors be represented by collections A, = {T;;,7 =1,...,| A |},i=1,...,M of
their texts. For the analyzed text T', the following values are calculated:

1
GIMA(T A) = 4 > Inda(T,Ty),
B

where ( 1> A
| L IM(T,T;;) > .
Inda(T,T;5) = { 0, IM(T,T,)) < A a=1,..., M.
In the case GIMA(T,A;) > 0 , we will assume that the text T is written by the i-th
author. Otherwise, we will assume that the text 7" is written by another author.
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3 Selection of the parameters values and the study of their
influence on the method accuracy

An error of the first kind occurs when the text T° was written by the i-th author, but the
inequality GIMa(T, A;) < 0 is satisfied. An error of the second kind occurs if the text T is
written by another author, but the inequality GIMa (T, A;) > 0 is satisfied.

In this paper, we consider the accuracy measure equal to the average over all texts of
all authors of arithmetic mean errors of the first and second kinds. At the text authorship
identification this text was deleted from the collection of its author. The proposed approach
can be easily extended to the case when the accuracy measure is an arbitrary smooth function
of errors, for example, a weighted sum.

3.1 Selection of the values of the parameters A and 6

The accuracy of the method depends significantly on the choice of the A and 6 parameters
values. For different versions of the author identification problem (language, text size, genre,
subject, etc.) this choice can be made differently. For the identification problem considered at
the CLEF PAN’13 conference in [Seidman, 2013| (under the conditions of the specific method
of choice of impostors) the optimized values of these parameters were given for English, Greek
and Spanish.

In this paper, to find out how the accuracy of the method depends on the A and 6
parameters values, the following method is proposed.

The ranges of the parameter A € (0, Max;;7IM(T,T;;)) and 6 € (0,1) changes are
divided equally into several segments, and the errors of the first and second kinds are calculated
at the nodes of the resulting grid. All other parameters of the method are considered as fixed.
Each text 7" from the author’s collection {7};} acts as the analyzed one at a time, while the
text itself is deleted from the author’s collection. The best pair of the A and 6 values is
considered to be the one for which the arithmetic mean of errors of the first and second kinds
for all Zf\il | A; | analyzed texts is minimal.

3.2 Selection of the impostor set

The conclusion about the authorship of the considered text is made on the basis of statistics,
during the calculation of which the measure of proximity between the analyzed text and the
author’s texts, as well as with texts from the set of impostors, is repeatedly calculated. The
set of impostors can be chosen in many ways.

In [Koppel, Winter, 2014], three ways to select a set of impostors were considered:

- fixed in advance set of texts that are not connected with collections of author’s texts,

- the set of obviously external author’s texts of the same genre as the analyzed ones (the
author’s blogs texts were considered),

- use of queries to the Google search engine. Small sets of random words were selected
in a random subset of the author’s collection. Each such set is used as a search query for
Google. The first few found search results, after extraction of the text component from the
found documents, were used to form impostors (in [Siedman, 2013| it was proposed to take
1500 first words of each of them). The process continued until a sufficiently large text corpus
was accumulated. This method allows to get a large number of impostors, lexically connected
with author’s texts, but requires access to online resources.
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In this work we used large corpora of texts accumulated in advance. Fragments similar
in lexical composition to the author’s texts were selected from them as impostors. All texts
of the selected corpora were “glued” into one text, which was then cut into fragments of equal
length Lippostor- The last word of the fragment, if it turned out to be incomplete, was deleted.
A random subset of author’s texts was selected several times from the author’s collection. A
list of not function words that appeared in the texts of the selected subset was compiled. Sets
of words were randomly selected from this list, which were then searched in all the “sliced”
fragments. 10 fragments were selected for which the sum of the frequencies of the found words
was maximum. The process ended when 1500 fragments were found. These found fragments
were used as impostors.

To study the dependence of the accuracy of the method on the value of the parameter
Limpostor » USING Limpostor = I LR * Lgyihor, Where Lgyunor is the average length of the author’s
texts, we will test several values of the ILR (Impostors Length Ratio) coefficient at fixed
k,n,rate. For each variant of the parameter values, we will calculate the A and 6 thresholds
at which the minimum of the arithmetic mean of the errors is achieved, as well as the value
of this average.

3.3 The choice of the rate value (the proportion of randomly selected
components of the feature vector).

The rate € (0,1) parameter determines the proportion of randomly selected components of
the feature vector when calculating the degree I'M of author proximity. In different imple-
mentations of the impostor method, its values were chosen differently. In [Siedman, 2013]
rate = 0.4 was chosen for English and Spanish, and rate = 0.6 - for Greek. In [Khonji, Iraqi,
2014] and [Potha, Stamatatos, 2017] rate = 0.4 and rate = 0.5 were used respectively.

In this paper, to study the dependence of the accuracy of the method on the value of
parameter rate we used total testing of values of this parameter in a given range with a given
step at fixed k,n, Limposter- For each variant of the parameter values, we will calculate the A
and 6 thresholds at which the minimum of the average errors is achieved, as well as the value
of this average.

4 Data for experiments

The Russian-language author’s collection consisted of 536 author’s texts in Russian and con-
tained the texts of 29 authors (from 7 to 25 texts per author), the average length of the text
was Lauhor = 3943 characters, including numbers, spaces, and punctuation marks. The col-
lection was drawn from the publications of the top 100 popular bloggers in LiveJournal for
2018-2019 on socio-political issues.

The Arabic-language author’s collection consisted of 403 author’s texts in Arabic and
contained the texts of 20 authors (from 19 to 22 texts per author), the average text length was
Louinor = 5447 characters, including numbers, spaces and punctuation marks. The collection
was drawn from texts of analytical articles (author’s columns) of a socio-political orientation,
published in the largest electronic media of Algeria, Egypt, Iraq, Lebanon, Palestine, Saudi
Arabia, Syria and Tunisia in 2015-2018.

The texts of the author’s collections were viewed visually by linguists, medium-sized texts
which did not include volumetric citation were selected.



The collected texts of Russian-language and Arabic-language news agencies for 2015-
2018 were used for the formation of impostor sets. The volume of each of the text corpus was
approximately 350 MB. The accumulated corpora passed the procedure of cleaning from non-
text fragments, texts not in target languages and fuzzy duplicates. The procedures developed
in [Belozerov, etc., 2016] were used to collect and clean the corpora of texts.

The normalization of texts of author’s collections and impostors was not carried out.

5 Description of software components for research

The developed software components, as well as the stages of the calculations, are divided into

three parts, the first of which receives the texts of the author’s collections as input, and all

subsequent ones - the results of the calculations of the previous software component.
Processing consists of the following steps.

5.1 Stage of preliminary calculations (Python)

This stage is implemented in Python3 with the use of the NLTK library for natural language
text processing. At this stage, the collected texts for the formation of impostors are glued
and divided into fragments of the required length. Lists of functional words are formed. The
following data is calculated: the average length of the texts, the feature vectors and statistics
for both author’s texts and impostors. Texts are divided into words (tokenized), functional
words are deleted and the necessary statistics are calculated, the necessary statistics are also
calculated on the subsequences of functional words. All results are saved in protobuf files and
transferred to the next stage.

5.2 Stage of the method of impostors (C++)

At this stage, the results of the previous stage, as well as ranges and steps of changing of
k,n,rate parameters are loaded into the memory. For each pair of texts and for each value
from the parameter range with a given step, the impostor method is used. The results ( A
and 6 arrays), as well as application parameters, are saved in a json file, which is convenient
for human reading on the one hand, and is a computer-readable format on the other.

This stage has high computational complexity and therefore it is implemented in C++.
The procedure for selection of impostors also uses lists of functional words that match the lists
of the preliminary calculation stage. At this stage of the calculation, such lists are the parts
of the application code.

5.3 Stage of analysis of the results (Python)

At this stage, the json file is loaded into the memory and the minimum error values are
calculated. The application is implemented in Python 3; to simplify the calculations the
NUMPY library is used. As a result of this stage, the final data of experiments are calculated,
according to which tables and graphs are built.

The above division into stages has significantly reduced the time to study the character-
istics of the method, since the stage of preliminary calculations allows to get all the necessary
data for the impostor method in advance and not to calculate them again each time.



To plot the surfaces in Fig. [I] and Fig. [2 and the lines in Fig. [3| the ListPlot3D and
ListLinePlot functions of Mathematica software package ver.10 were used.

6 The results of the experiments

6.1 The influence of the A and # parameters values on the identifi-
cation accuracy

The experiments on calculation of the arithmetic mean of the errors were carried out with the
following values of the method parameters: £ = 10,n = 20, rate = 0.4. Impostors were built
in the manner described above with the condition Liypostor = Lauthor- Fig. [I] and Fig. [ show
the images of surfaces corresponding to average errors depending on the A and 6 parameters
values for the Russian and Arabic languages, respectively.

ErrorsMean

Figure 1: Arithmetic mean of the errors depending on the A and 6 parameters, Russian
language.

The minimum value of the arithmetic mean of the errors on the Russian data is 0.26 and
achieved with the values A = 0.96,6 = 0.3 (Fig. , on the Arabic data - 0.16 and achieved
with the values A = 0.96, 60 = 0.45 (Fig. [2).

6.2 Effect of impostor length on identification accuracy

The impostors of the length Li,postor = I LR * Lgyihor Were used, where Lgyspor is the average
length of author’s texts, I LR is a coefficient. The calculations were carried out at the Russian
and Arabian corpora. Table [I] and Fig. [3| show the arithmetic means of the errors of the first
and second kinds and the corresponding values of # and A. The values k = 10, N = 20, rate =
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Figure 2: Arithmetic mean of the errors depending on the A and # parameters, Arabic lan-
guage.

0.4 were used. The values of pairs of the # and A parameters which minimize the arithmetic
mean of the errors, for each variant of the I LR coefficient were calculated as described above.

6.3 The influence of the rate parameter values (proportions of ran-
domly selected components of the feature vector) on the identi-
fication accuracy

The parameter determines the proportion of coordinates in the feature vector that are used
to calculate IM distances. The calculations were carried out at the Russian corpus with
k =10,N = 20,ILR = 1. The values of pairs of the # and A parameters which minimize
the arithmetic mean of the errors for each variant of the rate = 0.2,...,0.6 were calculated
as described above.

Table 2] presents the values of the arithmetic mean of the errors of the first and second
kinds and the corresponding values of 6§ and A for the five rate parameter values.

7 Results analysis and future research

The results of the experiments show that the value of the rate parameter in the range 0.3 <
rate < 0.6 practically does not affect the method accuracy.

The length Ljppostor of the used impostors significantly affects the accuracy of the method
that was not noted earlier in the cited publications. Calculations performed on the developed
software for two different languages show that the lengths of impostors should be approxi-
mately equal to the lengths of author’s texts. Therefore, the methods of selection of impostors,
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Figure 3: Arithmetic means of the errors of the first and second kinds depending on the ratio
of the impostor text lengths to the author’s text lengths, Russian and Arabic languages.

Table 1: The dependence of the identification accuracy on the value of the I LR, Russian and
Arabic languages.

ILR | The arithmetic A 0

mean of errors (Russian/ | (Russian/
(Russian/Arabian) | /Arabian) | /Arabian)

0.5 0.369/0.268 0.96/0.72 | 0.05/0.9
0.7 0.321/0.24 0.88/0.96 | 0.2/0.75
0.9 0.265/0.16 0.88/0.96 | 0.35/0.55

1 0.263/0.15 0.96/0.96 0.3/0.4

1.1 0.283/0.158 0.88/0.96 | 0.3/0.4
2 0.397/0.303 2.75/1.96 | 0.4/0.65
4 0.403/0.37 5.75/3.0 | 0.6/0.65

in particular, using search engines, should take into account their length.

An important result is obtaining experimental dependences of errors on the threshold
values of the criteria (Fig. (1| and Fig. . The graphs of the obtained surfaces show that the
form of the functional dependence of errors on the # and A thresholds does not allow to carry
out consecutive one-dimensional minimization on these parameters.

The differences in the identification errors achieved for Russian and Arabic are likely to be
related both to the peculiarities of the languages and sets of used author’s features, and to the
difference in the average lengths of the author’s texts (3543 and 5447 characters, respectively).
Probably, the same reasons are responsible for differences in the smoothness of the surfaces
depicted in the Fig. [I] and Fig. 2

In our opinion, promising areas of research include:

- study of the dependence "accuracy" - "computational complexity" in a wide range of
parameters and of the method,

- expansion of the research into other languages, in particular, Romance, Germanic and
Turkic and languages of Southeast Asia.



Table 2: Identification accuracy dependence on the rate parameter. Russian language.

rate | Arithmetic mean of errors | A 0
0.2 0.255 0.96 | 0.3
0.3 0.259 0.96 | 0.2
0.4 0.263 0.96 | 0.3
0.5 0.263 0.96 | 0.3
0.6 0.267 0.96 | 0.3

8 Conclusion

A practical method for calculation of the impostor method parameters values to minimize the
arithmetic mean of errors of the first and second kinds is presented. Errors are calculated on
the author’s texts collections. Large text corpora are used to form impostors.

The three-stage structure of software developed for carrying out of experiments is de-
scribed.

The results of experiments for the author’s texts collections in Russian and Arabic show
that the used criteria thresholds, as well as the impostor length, significantly affect the iden-
tification accuracy. The best accuracy is achieved when the impostor length is approximately
equal to the average length of the texts in the author’s collections. The proportion of randomly
selected components of the feature vector in the studied range does not significantly affect the
accuracy of the method.
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