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Abstract 

Current autonomous systems have the ability to adapt to envi-

ronmental changes in real-time, but limited ability to engage in 

anticipatory thinking (AT) with the flexibility to generalize and 

consider hypothetical future situations. We argue that metacog-

nitive processes are important for an and provide supporting lit-

erature primarily from psychology. As an example, we present 

a metacognitive monitoring mechanism implemented in a cog-

nitive model and discuss ways to extend the mechanism to allow 

for dynamic behavior and anticipatory thinking capabilities.  

Anticipatory Thinking
1 

  

Anticipatory thinking (AT) is the deliberate exploration and 

consideration of hypothetical future outcomes in order to 

identify an appropriate action or plan (Amos-Binks and 

Dannenhauer 2019; Geden et al. 2018). AT involves an ar-

ray of cognitive processes (Klein et al., 2003; Koziol, Bud-

ding, and Chidekel 2012), such as mental simulation, recog-

nition, preparation, and development of expectancies, which 

are not completely understood prior to an event occurring 

(Klein, Snowden, and Pin 2011; Warwick and Hutton 2007). 

It is considered distinct from prediction (Klein et al. 2011) 

and is described as gambling with attention in hopes of di-

recting it towards the most relevant event (Klein et al. 2007).  

 Geden et al. (2019) identified three forms of AT: how past 

states led to current states (retrospective branching), antici-

pating future states and their indicators (prospective branch-

ing), and focusing on a potential future and working back-

wards (backcasting). Klein et al. (2011) takes a more natu-

ralistic approach to AT emphasizing the detection of dis-

crepancies through recognition and degree of match be-

tween past, current, and future situations (pattern matching), 

using “trajectory” to prepare for the future and extrapolate 
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trends (trajectory tracking), and being mindful of connec-

tions, implications, and interdependencies betw een events 

(Conditional). Geden et al. (2019) and Klein et al. (2011) 

have slightly different approaches, however, they both iden-

tified similar AT processes: recognizing feature and cue re-

lationships between situations, extrapolation or generaliza-

tion to other states, and construction of mental models based 

on available evidence.  

  Anticipating future events is crucial. The real world is dy-

namic, often unpredictable, may have ill-defined goals, and 

may involve high stakes. The ability to generate, use, and 

reason about plans or goals to direct behavior and adapt to 

changes is important for intelligent behavior (Newell and 

Simon 1972; Schank and Abelson 1977) and autonomy 

(Johnson et al. 2016; Vattam et al. 2013). Goal-driven be-

havior leverages discrepancies between expectations and the 

environment in real-time, and when detected, they are ad-

dressed by modifying goals, reasoning about goals, and 

learning (Aha 2018; Cox et al. 2016; Mun͂oz, et al. 2019; 

Pozanco, Fernández, and Borrajo 2018; Roberts et al. 2018). 

Amos-Binks and Dannenhauer (2019) suggest most current 

systems lack AT capabilities, such as the ability to address 

unknown hypothetical future events by identifying and 

avoiding errors or discrepancies before they occur, and how 

to effectively trade off costs of computation and benefits of 

considering a large number of possible futures. AT systems 

need to strike a balance between flexibility and stability in 

order to adapt to dynamic real-world environments before 

conditions change (Bratman, Israel, and Pollack 1988).  

 Klein et al. (2011) suggest good AT requires one to be 

sensitive to the constraints and affordances based on their 

own beliefs, capabilities, and the current situation. Metacog-

nitive monitoring could help overcome the computation 

problem and some of the barriers to AT identified by Klein 
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et al. (2011), such as taking a passive stance, becoming fix-

ated on patterns, explaining away evidence or interpreta-

tions, and being overconfident. Similar to AT as a metacog-

nitive capability (Amos-Binks and Dannenhauer 2019), we 

emphasize how the calibration between metacognitive mon-

itoring and reality could help indicate when AT is needed, 

how to accomplish it efficiently, and reduce the number of 

futures to consider. We explore psychological metacogni-

tive measurements regarding conflict detection and resolv-

ing processes in simpler tasks and discuss how these capa-

bilities could be extended to AT. 

A Critical Role for Metacognition 

Humans use heuristics to make efficient and accurate deci-

sions (Cosmidies and Tooby 1996; Gigerenzer and Gaiss-

maier 2011), but this can lead to systematic error in inappro-

priate, novel, or misleading environments (Evans and Sta-

novich 2013; Kahneman 2011; Kahneman and Klein 2009). 

A critical ability is recognizing when an approach is inade-

quate and suppressing it to come up with an alternative (Sta-

novich 2018). This ability is metacognition, which serves to 

detect conflict or mismatch regarding an environment and a 

strategy, type of processing, or expectation. This detection 

depends on predictability and cues in the environment, abil-

ity to recognize relevant cues, and whether goals are reach-

able (Dannenhauer et al. 2018; Evans and Stanovich 2013; 

Johnson et al. 2016; Klein 1998; Klein et al. 2007; Penny-

cook, Fugelsang, and Koehler 2015a; Stanovich 2018; 

Vattam, et al. 2013). This process is referred to as metacog-

nitive monitoring or experience, which provides feedback, 

leads to control decisions, activates knowledge, and can be 

calibrated through experience leading to better regulation 

behavior (Efklides 2006; Efklides, Samara, and Petropoulou 

1999; Flavell 1979). Conflict often triggers the need for a 

different approach towards solving a problem or completing 

a task (Butcher and Sumner 2011; Dannenahuer et al. 2018; 

Pennycook 2017; Stanovich 2018). However, it does not al-

ways lead to efficient processing (Pennycook et al. 2015a, 

2015b; Swan, Calvillo, and Revlin 2018) or solutions to re-

solve the conflict (Novick and Holyoak 1991).   

Monitoring and Conflict 

There are several methods for measuring metacognitive 

monitoring (e.g., Gascoine, Higgins, and Wall 2017). Two 

common methods in psychology are the performance-based 

Cognitive Reflection Test (CRT; Frederick 2005) that re-

quires overriding a primed heuristic response for a more de-

liberate response, and the subjective-based Feeling of Right-

ness (FOR; Thompson et al. 2011) that indicates one’s ac-

curacy and awareness of their own metacognitive monitor-

ing. Mata, Ferreira, and Sherman (2012) found that those 

with better metacognitive awareness as measured by the 

CRT were able to generate heuristic and deliberate answers, 

more accurately rate performance of others and themselves, 

and were able to better focus on the most relevant features 

of a problem. Epstein et al. (1996) found that the ability to 

shift between heuristic and deliberate thinking was better 

than exclusively relying on one. Metacognitive monitoring 

as measured by the CRT, FOR, and related tasks may be 

more related to actual intelligence than traditional measures, 

because it includes motivation and ability (Frederick 2005; 

Toplak, West, and Stanovich 2011). For instance, Barr et al. 

(2015) found the CRT positively correlates with cognitive 

ability, need for cognition, analogies, the remote associates 

test, and negatively with faith in intuition. Furthermore, the 

CRT correlates with cognitive ability, performance on heu-

ristic and biases tasks, belief bias, rational thinking, set shift-

ing, and working memory, and predicts rational thinking 

performance independent of intelligence, executive func-

tioning, and thinking dispositions (Toplak et al. 2012). 

 Conflict associated with metacognitive experience has 

been measured using response times (De Neys and Glumicic 

2008; Pennycook et al. 2015a), the FOR (Thompson et al. 

2011), the CRT (Frederick 2005), and activation of specific 

brain regions including the anterior cingulate cortex (Crox-

son et al. 2009; Kennerley et al. 2009) and medial prefrontal 

cortex (Botvinick et al. 1999; Cohen, Botvinick, and Carter 

2000) often associated with cognitive control. This conflict 

is still observed when manipulations are in place to mini-

mize deliberation (Pennycook et al., 2015a; Thompson and 

Johnson, 2014), and error signals during comprehension 

(Glenberg, Wilkinson, and Epstein 1982; McNamara et al., 

1996) and disfluency appear to prompt similar responses 

(Alter et al. 2007). Metacognitive monitoring appears to in-

volve both top-down and bottom-up processes, where the 

willingness or motivation to engage in analytic thinking 

(e.g., CRT) appears to be top-down, while the detection of 

conflicts that triggers the engagement (e.g., FOR) appears to 

be bottom-up (Pennycook et al. 2015b; Stanovich 2018). 

Here, we focus primarily on bottom-up processes, but plan 

on further addressing top-down processes in future work.  

Dynamic Behavior 

Metacognitive monitoring is effective but not perfect. It may 

fail to detect conflict (Swan et al. 2018) or may result in 

faulty judgments after conflict is detected. Detection may 

not direct one to the necessary knowledge to solve the prob-

lem or implement a strategy (Novick and Holyoak 1991) and 

the outcome might be influenced by biases, such as overcon-

fidence with naive individuals (Fischhoff 2012) or confir-

mation bias with the more experienced (Kahneman 2011). 

Klein et al. (2006b) acknowledge that detecting such a con-

flict or recognizing insufficient performance is important, 

but understanding how to modify thinking processes to ad-

dress this problem is more valuable. Metacognition could 



help guide conflict resolution by helping to determine 

whether the environment calls for more deliberate pro-

cessing or quick, less elaborate responding. Although hu-

mans are often good at sizing up the environment (Klein 

1998) and making efficient tradeoffs between speed and ac-

curacy (Payne, Bettman, and Johnson 1988), exerting men-

tal effort is often experienced as aversive (Halpern 2014; 

Kahneman 2011) and may be avoided based on an individ-

ual’s subjective cost of effort (Westbrook, Kester,  and 

Braver 2013). Similarly, in AT the environment may favor 

considering more hypothetical future situations, exploring 

some more deeply, or by quickly anticipating and preparing 

for a few. Although typically applied to current events, met-

acognitive monitoring could be extended to future events to 

help determine which approach fits better with the environ-

ment. For instance, if an individual engages in the three 

types of AT (i.e., pattern matching, trajectory tracking, and 

conditionals) identified by Klein et al. (2011) regarding a 

hypothetical future, the presence of conflict among them 

could inform whether that hypothetical future is appropriate 

or if it should be discarded or modified. Metacognitive cali-

bration could help determine the appropriate response based 

on one’s understanding of their own abilities and 

knowledge, and how that corresponds to a situation. Re-

search addressing the understanding process, sensemaking, 

critical thinking, forecasting, and counterfactual thinking 

provide examples of how to identify the source of conflict, 

how to make sense of and resolve it, and determine which 

potential outcomes are most likely. 

 The understanding process was recently defined in a mul-

tidisciplinary review as “The acquisition, organization, and 

appropriate use of knowledge to produce a response directed 

towards a goal, when that action is taken with awareness of 

its perceived purpose” (Hough and Gluck forthcoming, p. 

11). The review revealed common features of understanding 

and discussed how computer science, education, psychol-

ogy, and philosophy all emphasize the importance of meta-

cognition for understanding capabilities. Metacognition was 

described as a self-evaluative feedback mechanism for iden-

tifying faulty knowledge or gaps that triggers additional pro-

cessing or information search, which helps calibrate mental 

representations with the environment (Butcher and Sumner 

2011; Forbus and Hinrichs 2006; Kirk and Laird 2014; 

Mayer 1998; Perkins 1998; Perkins and Simmons 1988; 

Woodward 2003). Better understanding, like expertise, 

could increase the quality of AT by directing attention to-

ward the most relevant features. 

 Sensemaking models also involve components of under-

standing, such as abstraction of knowledge, development of 

relations, ability to transfer knowledge to distant situations, 

and often involves leveraging domain and context infor-

mation to develop frames (Hough and Gluck forthcoming). 

Pirolli and Card’s (2005) sensemaking model includes an 

information foraging loop (Pirolli and Card 1999) and 

sensemaking loop (Russell et al. 1993). During foraging, an 

individual engages in search and filtering of information and 

then applies effort to give it more structure in an iterative 

process. During sensemaking, one utilizes schemas to make 

hypotheses and conclusions, similar to the construction of a 

mental model (e.g., Johnson-Laird 2013). Although not ex-

plicit in the model, there appears to be a metacognitive pro-

cess. If there is insufficient evidence for a hypothesis, a case 

cannot be built, or a discrepancy is detected then the agent 

goes back to the foraging loop to fill in the gaps or gather 

evidence for a new schema or hypothesis. Similarly, the 

data/frame model (Klein, Moon, and Hoffman 2006a, 

2006b; Klein et al. 2007) does not explicitly mention meta-

cognition, but does involve “questioning the frame” that in-

cludes anomaly detection or expectancy violations. If there 

is a discrepancy, the existing frame can be discarded, elab-

orated, preserved, reframed, or compared to another.    

 Critical thinking is described as the ability to explain, jus-

tify, extrapolate, relate, and apply in ways that go beyond 

knowledge and skill, and training in critical thinking and 

metacognitive monitoring can enhance understanding and 

generalizability (Halpern 1998, 2014; Willingham 2007). 

Similar to metacognitive monitoring, after controlling for 

cognitive ability, critical thinking correlates with the ability 

to avoid cognitive biases by thinking logically even when it 

conflicts with prior beliefs and thinking dispositions (West, 

Toplak, and Stanovich 2008). To better understand and 

teach these skills, Halpern (2010) developed a comprehen-

sive measure, called the Halpern Critical Thinking Assess-

ment (HCTA), which includes decision making, problem 

solving, hypothesis testing, argument analysis, likelihoods 

and uncertainties, and verbal reasoning. The HCTA has gen-

eralizability across various populations, positively corre-

lates with years of education, and negatively correlates with 

the frequency of negative life events in a real-world outcome 

inventory (Butler 2012). Critical thinking has some similar-

ities to sensemaking, but may be more generalizable and ap-

propriate for AT with little available knowledge. 

 Forecasting involves predicting the probability that spe-

cific events will occur. Its associated processes could be 

used during AT to help reduce the unnecessary considera-

tion of unlikely future outcomes or to determine which are 

more likely and should be better prepared for. Accurate fore-

casters typically have higher cognitive ability, motivation, 

CRT scores, and open-minded thinking (Juvina et al. under 

review; Mellers et al. 2015; Tetlock and Gardner 2015). In 

addition, they often respond faster, have better discrimina-

bility and calibration, and learn faster.  

 Counterfactual thinking occurs after an event is experi-

enced and involves considering forgone outcomes (Byrne 

2016; Kahneman and Miller 1986). It is more typical after 

failures or shortcomings (Hur 2001; Roese and Olsen 1997; 

Sanna and Turley 1996; Sanna and Turley-Ames 2000) and 



often involves ways to correct or improve upon previous be-

haviors (Markman et al. 1993; Roese 1997; Roese, Hur, and 

Pennington 1999). Epstude and Roese (2008) suggest that 

this may depend on the realization that there is a problem or 

goals are not sufficiently met, which is a form of metacog-

nitive monitoring. Improving future outcomes may be 

achieved through goal-oriented reasoning (Epstude and 

Roese 2008; Roese and Epstude 2017) or by increases in 

motivation, persistence, and performance (Dyczewski and 

Markman 2012; Markman, McMullen, and Elizaga 2008). 

Although after the fact, this type of thinking could provide 

experience to help calibrate metacognitive processes, pro-

vide more constructive ways to think about future events, 

and help identify relevant alternative possibilities. 

A Cognitive Model with Metacognitive Monitoring 

We previously developed a model of the Wason card selec-

tion task (Wason 1966, 1968) with initial aspects of meta-

cognitive monitoring (see Larue, Hough, and Juvina 2018 

for a full description). Our approach was informed by men-

tal models (Johnson-Laird, 2013) and dual process theories, 

specifically Stanovich’s (2009) tripartite framework. Sta-

novich’s (2009) framework provides an explanation of how 

reflective and adaptive (characterized by reactivity) human 

behavior emerges from the interaction of three distinct cog-

nitive levels or “minds”. The autonomous mind, responsible 

for fast behaviors, includes instinctive and over-learned pro-

cesses, domain-specific knowledge, and emotional regula-

tion. The algorithmic mind, responsible for cognitive con-

trol, can affect decoupling (i.e., simulation) and serial asso-

ciative processes. The reflective mind, responsible for delib-

erative processing, can trigger or suppress the algorithmic 

minds’ decoupling and serial associative processes. In this 

framework, the reflective mind would be the center for met-

acognitive monitoring.  

 Here we briefly describe our model and in the next para-

graph, discuss how this model could be augmented and ap-

plied to AT. In the Wason card selection task, two cards (A 

and 7) out of four (A, D, 3, and 7) must be flipped over to 

verify a rule: If “A” is on one side, then there is a “3” on the 

other. “A” and “3” are intuitively compelling to flip over 

because they are both present in the rule.  Flipping over “A” 

is necessary because it can falsify the rule, however, flipping 

over “3” is unnecessary because it may confirm the rule but 

it cannot falsify it. Two types of logical errors are common: 

the selection of the unnecessary card (3), and the non-selec-

tion of the necessary card (7). We believe selecting the un-

necessary card results from a metacognitive failure to detect 

its inadequacy and not selecting the necessary card, involves 

incomplete decoupling after the detection and override of 

selecting the unnecessary card. The incomplete decoupling 

may result from participants applying modus ponens (if P 

then Q), but failing in the application of modus tollens (if 

not Q then not P) in a “partial insight” (Evans 1977; Wason 

1969). Only flipping the correct intuitively compelling card 

(A) occurs because modus tollens needs to simulate more 

intermediary mental models compared to the modus ponens. 

 Our model was implemented in the ACT-R cognitive ar-

chitecture (Anderson, 2007) with a core affect mechanism 

(see Juvina, et al. 2018) and a FOR component to drive de-

coupling behavior. Rethinking times, answer changes, and 

fluency are functions of the FOR. The FOR is computed 

based on the time required to achieve the initial retrieval of 

the answer for the two intuitively compelling cards through 

the initial priming rule (autonomous mind), and serves as a 

gateway for further processing. We use the temporal module 

in ACT-R (Taatgen, van Rijn, and Anderson 2007) to meas-

ure time in ticks, which are noisy and increase in time in a 

fashion similar to human time estimation. In the Wason task, 

the FOR is computed as a function of the time required to 

achieve the initial retrieval of “A” and “3” through the initial 

priming rule. When the FOR is high, the model goes with 

the initial answer (i.e., heuristic processing), but when low 

cognitive decoupling is launched by the reflective mind and 

carried out by the algorithmic mind. In the model, the time 

required to achieve the initial retrievals is assigned to FOR-

inverse (e.g., higher time means lower FOR). When FOR-

inverse is below threshold (see Figure 1), the model goes 

with the initial answer (i.e., type 1 processing). When FOR-

inverse is above threshold, cognitive decoupling is launched 

and the model engages in further processing (i.e., type 2 pro-

cessing) with representations that are copied from its work-

ing memory based on activation during open retrieval (those 

with highest activation are retrieved). The representations 

are used in an inner cognitive simulation to indicate which 

rules from the reflective mind can be applied. The process 

by which representations are copied and used in a separate 

inner simulation is “cognitive decoupling”. The importance 

of further processing is a function of the FOR, which deter-

mines the extent a decoupling result (i.e., wrong, partial, and 

complete) is taken into account in the final answer. The 

model produces an answer when the valuation of a represen-

tation is above a certain threshold. The valuation and arousal 

values, which are sub-symbolic quantities added to the cur-

rent sub-symbolic equations of ACT-R, help to define the 

core affect. When a reward is triggered, valuations are up-

dated. Rewards are a function of the initial FOR (negative 

factor in the case of negative reward), which affects answer 

selection (“yes” or “no” answers are produced according to 

how the model “feels” about the answer) (see Figure 1). 

 A training procedure was used to simulate individual dif-

ferences in heuristic and analytical behavior, where the dif-

ferent degrees of reinforcement allowed the model to learn 

logical skills and vary in FOR. Metacognitive monitoring 

implemented by the FOR determined if and how much ad-

ditional processing occurred. Model simulations produced 

 



Figure 1. Answer Selection Processes in Our Cognitive Model 

three types of outcomes that are typically observed in hu-

mans: (1) Complete reliance on the autonomous mind (no 

decoupling) leading to the observed common error (cor-

rectly selecting “A” and incorrectly selecting “3” guided by 

confirmation bias), (2) partial decoupling (partial insight) 

leading to correctly selecting “A” and not falling for the con-

firmation bias (already simulated in a possible world), and 

(3) complete decoupling allowing for the activation of the 

counter-information rule which is less often activated.  

Discussion 

We presented some perspectives in metacognitive monitor-

ing research and some dynamic higher-level cognitive pro-

cesses. This research informed the development of our 

model and we believe the interaction between the FOR (met-

acognitive monitoring) and decoupling (mental simulation) 

in our model could be applied to AT.     

 In the model discussed here, the FOR determines whether 

there is a need for more deliberation or a different approach 

to complete the task. The FOR could be extended to simu-

late future situations through decoupling and include how 

much the agent “knows” about the environment. For in-

stance, the FOR could determine how long decoupling 

should continue (e.g., generating counterfactuals) and when 

it should stop. Sensemaking and critical thinking emphasize 

generating hypotheses and gathering evidence to indicate 

the degree each is supported. The FOR could be informative 

when there is a lack of knowledge, failure to find matching 

strategies or procedures, or a lack of evidence. A partial 

matching procedure could be used based on the degree of 

the FOR, a lower FOR could increase the breadth of future 

situations to consider, and a strategy or approach could be 

chosen out of a hierarchy based on the FOR. Learning can 

occur over time and counterfactuals could be generated and 

utilized for learning what could have happened based on the 

hypothetical actions corresponding to a given situation or 

the environment. Although these processes typically apply 

to situations in real time, they could be extended and applied 

to hypothetical future states through mental simulation. Fur-

thermore, when hypothetical futures are considered they 

could be weighted based on predicting the probability of 

their occurrence through forecasting. This process in com-

bination with the FOR could also help inform when enough 

hypothetical futures are considered. These types of pro-

cesses could help highlight the most relevant and likely fu-

ture outcomes, so that less preparation and planning is re-

quired. As the architecture learns more and is placed in con-

text, it reacts to events that it might have previously encoun-

tered. If there is a match (i.e., full or partial) with a previ-

ously developed strategy from cognitive decoupling, this 

strategy is recorded and reinforced in the architecture. The 

reinforcement of this strategy will lead to its prioritization 

in procedural memory over some other strategies and its de-

clarative components will be faster to retrieve in declarative 

memory. This means that the next time this strategy is used, 

the FOR will better calibrated, resulting in more accurate 

and adaptive behavior with the potential for AT capabilities.  
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