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Abstract. The GTRD database (http://gtrd.biouml.org) contains over 30,000 uniformly 
processed NGS experiments on transcriptional regulation (ChIP-seq, ChIP-exo, DNase-seq, 
ATAC-seq, MNase-seq and FAIRE-seq). To process these types of data, pipelines have been 
developed for the eGrid distributed computing management system and the BioUML 
platform. 
 
Keywords: GTRD; BioUML; NGS; transcriptional regulation; ChIP-seq; ChIP-exo; DNase-
seq; ATAC-seq; FAIRE-seq. 

1 Introduction 

The GTRD database (Gene Transcription Factors Database, http://gtrd.biouml.org) [1] contains information on the 
main components of transcriptional regulation: transcription factor binding sites and open chromatin regions. These data 
have been experimentally identified in various cell types and tissues using high-throughput methods: ChIP-seq and DNase-
seq, respectively. Nowadays, GTRD database is the largest database in terms of size of uniformly annotated and processed 
ChIP-seq experiments on TFBSs identification (http://wiki.biouml.org/index.php/GTRD_comparison). The Statistics 
section on the GTRD start page provides detailed information on the number of analyzed data for each type of NGS 
experiment.  

For the further development of the GTRD database, pipelines of processing NGS data of various types of experiments 
were built: 

● ChIP-seq - mapping of transcription factor binding sites (TFBSs) and various types of modifications of histones 
(HM) on the reference genome; 

● ChIP-exo - TFBSs mapping; 
● DNase-seq, ATAC-seq, MNase-seq and FAIRE-seq - mapping of open chromatin regions on the reference 

genome, as well as localization of individual nucleosomes. 
To process these types of NGS experiments, corresponding pipelines were developed for: 
● eGrid distributed computing management systems. This system was designed to control the distributed 

processing of NGS data included in the GTRD on a cluster of 12 servers (each - 2 Intel® Xeon® CPU X5650 
processors, 32-48GB RAM). The pipelines described below were implemented in the form of programs written 
in Java language with a set of software packages necessary for NGS data processing. 

● The BioUML platform - web-platform for the analysis of biomedical data (https://ict.biouml.org). BioUML 
includes a wide range of capabilities, including access to databases with experimental data, tools for a formalized 
description of the structure and functioning of biological systems, as well as tools for their visualization, 
modeling, selection of parameters and analysis [2]. In this case, the developed scenarios are implemented as 
pipelines (workflows) and, unlike eGrid, are available to all users of this platform. Each user has the ability to 
change the parameters of the analyzes used in their own copy of the workflow. Also, due to the graphical 
representation of workflows and the available functionality of the workflow editor, users have the ability to both 
change the structure and build their own workflows for data processing. 

2 Materials and Methods 

In developing these scenarios, we followed the recommendations of the ENCODE project [3]. In the developed 
pipelines, the first steps of data processing are similar. At first, an initial quality analysis of raw data is performed using 
the FastQC software package (http://www.bioinformatics.babraham.ac.uk/projects/fastqc) [4]. If necessary, adapter 

sequences are deleted using Trimmomatic package [5]. Alignment of the raw reads to the reference genome is performed 

using bowtie2 (bowtie2 --seed 0) [6]. Subsequent filtering of the obtained alignment (MAPQ ≥ 10) and sorting 
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by coordinate value are performed using the samtools software package: “samtools view -bq 10” and “samtools sort”, 

respectively. If data is represented by a library of double-end readings, then PCR duplicates are removed by Picard 
MarkDuplicates (https://broadinstitute.github.io/picard) [7]. The next step of processing is searching for genome regions 
enriched with aligned reads (peak calling). To this date, more than 30 peak calling algorithms have been published [8]. 
Since there is a difference in the distribution of aligned reads on the reference genome for different types of NGS data, the 
efficiency of peak calling depends on both the selected peakcaller and a set of its initial parameters. Therefore, this stage 
is specific for each type of NGS experiments under consideration.  

 

Figure 1. General pipeline of NGS data processing. 

 
The ChIP-seq method is used for the whole genome searching for transcription factor binding sites (TFBSs) and various 

types of histone modifications (HM). When searching for TFBSs in ChIP-seq experiments represented by a library of 
double-end reads, only the first mate of aligned read pairs (mate-1; “samtools view -F128”) is selected for subsequent 
analysis. TFBSs are identified using the following set of peakcallers: MACS2 [9], GEM [10], SISSRS [11] and PICS [12]. 
It is worth noting that when using MACS2, the Phantompeakqualtools package [13] is used for modeling the shift size 
and calculation of the fragment length. 

In the case of processing ChIP-seq experiments on various types of HMs identifying, a set of initial parameters of the 
software used depends on the type of HMs (see Table 1). For wide marks, MACS2 starts up with the following parameters: 
“macs2 callpeak --broad --broad-cutoff 0.1”, and the default parameters are used to search for narrow marks. MOSAiCS 
method for narrow marks and MOSAiCS-HMM method for broad peaks are also used for HMs identification [14]. 

 
Table 1. Types of histone modifications (https://www.encodeproject.org/chip-seq/histone/#histone) 

 

 
To map nucleosomes on a reference genome based on processing data from MNase-seq experiments, the DANPOS2 

software package (“danpos.py dpos”) is used [15]. 
A group of methods, consisting of DNase-seq, ATAC-seq, and FAIRE-seq, is used for mapping of open chromatin 

regions on a reference genome, thereby identifying potential regulatory regions. MACS2 and Hotspot2 
(https://github.com/Altius/hotspot2) are used for identification of regions with high sensitivity to cleavage by 
endonuclease DNase I [16]. Due to the differences in preparation of the libraries, for single-cut DNase-seq experiments, 
MACS2 was used with the initial parameters: “–nomodel –shift -100 –extsize 200”; for other cases, the default parameters 
were used. To map open chromatin regions based on ATAC-seq or FAIRE-seq experiments, MACS2 is also used, but in 
the vast majority of cases (when the data is represented by a pair-reading library), this method starts with the parameters 
“--keep-dup all -f BAMPE”, and in the rest with “--keep-dup all –shift 100 –extsize 200”. Also, Genrich 
(https://github.com/jsh58/Genrich) [17] is used to process data from ATAC-seq experiments. The final step in the 
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processing of DNase-seq experiments is the identification of the DNase I footprints (putative areas of protein-DNA 
interaction; small regions of DNase-seq profiles with reduced sensitivity to cleavage by DNase I and location in regions 
with high activity of this enzyme). This step is performed using Wellington [18]. 

Analysis of the quality of NGS data begins with an assessment of the quality of the raw reads using the FastQC 
program. At the next stage, the alignment quality of the initial reads is estimated. In addition to calculating basic alignment 
statistics (samtools flagstat), the complexity of the library (NRF, PBC1 and PBC2) and the signal-to-noise ratio (based on 
cross-correlation (NSC and RSC) estimated using Phantompeakqualtools package [13]) are analysed. Upon completion of 
the peak calling stage, the percentage of reads that fall into the obtained TFBSs (FRiP) is calculated. In the case of 
processing ChIP-seq experiments, the data processing process was completed by evaluating FPCM and FNCM values 
[19]. In the future, it is planned to expand the set of methods for quality analysis of NGS data. 

3 Results 

As a part of the GTRD database development project, the scenarios for NGS data processing integrated into the eGrid 
distributed computing management system were used in preparation of the current release of the database. The information 
on the current release statistics is available on GTRD starting page (http://gtrd.biouml.org). 

Furthermore, the software packages used for processing NGS data were installed on the BioUML platform using the 
Galaxy interface. To combine this set of programs into pipelines for processing various types of NGS experiments, we 
used workflow edition tools available on BioUML platform. Thus, 7 scenarios for processing NGS experiment data were 
built: “ChIP-seq TF pipeline”, “ChIP-seq HM pipeline”, “ChIP-exo pipeline”, “DNase-seq pipeline”, “ATAC-seq 
pipeline”, “MNase-seq pipeline” and “FAIRE-seq pipeline”. It is worth noting that it is possible for users to change both 
the initial parameters of the software packages used in workflow and the structure of the pipelines themselves. 

 

 

Figure 2. Diagram representation of  “ATAC-seq pipeline” on BioUML platform. Green blocks - initial parameters 
of workflow; blue blocks - analyses in use; orange blocks - files generated by analyses in use. 

4 Conclusion 

Thus, we compiled 7 scenarios for processing different types of NGS data: ChIP-seq TF, ChIP-seq HM, ChIP-exo, 
DNase-seq, ATAC-seq, MNase-seq and FAIRE-seq. The developed data processing scenarios were used in preparation 
of the current release of database of regulatory elements (GTRD). Also, these scenarios were implemented as workflows 
on BioUML platform. 
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